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Embedded Systems

* Power/Energy Aware Embedded Systems
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Power Consumption of a Gate
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Fundamentals of dynamic voltage Scaliﬁg (DVS)
Power consumption of CMOS o
circuits (ignoring leakage): Delay for CMOS circuits:
P=« CL Vd%l f \V/

R . T =kC, &
o . switching activity (Vdd -V, )2
Cy : load capacitance V. :threshhold voltage
V,, :supply voltage << V)
f . clock frequency

< Decreasing I/, reduces P quadratically,
while the run-time of algorithms is only linearly increased
(ignoring the effects of the memory system).
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Potential for Energy Optimization

P=aC, V. |

E=aC V. ft = a C V;, #Cycles

Saving Energy under given Time Constraints:
— Reduce the supply voltage V/,
— Reduce switching activity a
— Reduce the load capacitance C,
— Reduce the number of cycles #Cycles
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patial vs. Dynamic Supply Voltage Management

Module Standard
1.3V 50MHZz Modules

1.8V |

Busy UG Busy Mode
Module 3.3V
3.3V 200MHz 200MHz

Analogy of biological blood systems:
» Different supply to different regions
* High pressure: High pulse count and High activity
* Low pressure: Low pulse count and Low activity
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Transmeta™ LongRun™ Power Management

In Action
Task Runs & Finishes

Example LongRun Operating Points

1GHz

900 MHz

B00 MHz

533 MHz
433MHz

00 MHz
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Vaa [ V] 5.0 2.5
Energy per cycle [nJ] 40 25 10
fmax [MHZ] 50 40 25
cycle time [ns] 20 25 40

Task that needs to execute 10° cycles within 25 seconds.

a) [V3] , 109 cycles@50 MHz E,= 10° x 40 x 109 = 40 [J]
52 |
42 — deadline
2.52 :
| | | =

5 10 15 20 25 tl[s]
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b)

Case b): Two voltages

Via [V] 50 4.0 2.5
Energy per cycle [nJ] 40 25 10
Jmax [MHZ] 50 40 25
cycle time [ns] 20 25 40
[V?] , 750M cycles @ 50 MHz + 250M cycles @ 25
52
42 5 0 0n 10 0e || 325 4ERAINe
o 5z_|| =3%250 !
| | | =

5 10 15 20 25 t[s]
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C)

Case c¢). Optimal voltage

Vaia [V] 50 4.0 2.5
Energy per cycle [nJ] 40 25 10
fmax [MHZ] 50 40 25
cycle time [ns] 20 25 40
V2
22 ] _A 109 cycles@40 MHz
42
5 52_ E, =109x 25 x 109 = 25 [J]
—

I
5 10 15 20 25 tIs]
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Observations

< A minimum energy consumption is achieved for the
ideal supply voltage of 4 Volts.

In the following: variable voltage processor = processor
that allows any supply voltage up to a certain maximum.

It is expensive to support truly variable voltages, and
therefore, actual processors support only a few fixed
voltages.

Ishihara, Yasuura: “Voltage scheduling problem for dynamically
variable voltage processors”, Proc. of the 1998 International
Symposium on Low Power Electronics and Design (ISLPED’98)

Kazim Fouladi. School of Electrical and Computer Engineering, University of Tehran. Fall 2006




Embedded System Design

Generalization

Lemma [Ishihara, Yasuural]:

« If a variable voltage processor completes a task before the
deadline, then the energy consumption can be reduced.

* If a processor uses a single supply voltage Vand completes
a task T just at its deadline, then VVis the unique supply
voltage which minimizes the energy consumption of T.

* If a processor can only use a number of discrete voltage
levels, then a voltage schedule with at most two voltages
minimizes the energy consumption under any time constraint.

* If a processor can only use a number of discrete voltage
levels, then the two voltages which minimize the energy
consumption are the two immediate neighbors of the ideal
voltage V., possible for a variable voltage processor.
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Assigning optimum voltages to a set of tasks The case of multiple tasks:

N . the number of tasks

EC;: the number of execution cycles of task /

L : the number of voltages of the target processor
V;: the /7 voltage, with 1 < /< L

F;: the clock frequency for supply voltage V;

I": the global deadline at which all tasks must have been
completed

SC;: the average switching capacitance during the execution
of task /(SC;comprises the actual capacitance CL and the
switching activity o)

X; ;+ the number of clock cycles task jis executed at voltage V;
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Designing an IP model

Simplifying assumptions of the IP-model include the following:

* There is one target processor that can be operated at a
limited number of discrete voltages.

* The time for voltage and frequency switches is negligible.
* The worst case number of cycles for each task are known.
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Experimental Results
‘" Processor—1(3.3V fixed)
,
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Voltage Scheduling Techniques

 Static Voltage Scheduling

» Extension: Deadline for each task

* Formulation as IP problem (SS)

» Decisions taken at compile time
 Dynamic Voltage Scheduling

 Decisions taken at run time

» 2 Variants:

» arrival times of tasks is known (SD)

« arrival times of tasks is unknown (DD)
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Dynamic Voltage Control by Operating Systems

Voltage Control and Task Scheduling by Operating System
to minimize energy consumption

Okuma, Ishihara, and Yasuura: “Real-Time Task Scheduling for a
Variable Voltage Processor”, Proc. of the 1999 International
Symposium on System Synthesis (1ISSS'99)

Target:

* single processor system

» Only OS can issue voltage control instructions
 Voltage can be changed anytime

 only one supply voltage is used at any time
 overhead for switching is negligible

» static determination of worst case execution cycles
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Problem for Operating Systems

arrival time 9 FY/ ldeadline
Task] |
5.0V
T Task? l
T 4 0V
. | | | | | Task3 y | BN

What is the optimum supply voltage
assignment for each task in order to obtain
minimum energy consumption?
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The proposed Policy

| | ‘

slot: T

D

Consider a time slot the task can use
without violating real-time constraints
of other tasks executed in the future

Once time slot is determined:
* The task is executed at a frequency of WCEC / T Hz
* The scheduler assigns start and end times of time slot
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Two Algorithms

Two possible situations:
* The arrival time of tasks is known:
SD Algorithm
Static ordering and Dynamic voltage assignment
» The arrival time of tasks is unknown
DD Algorithm
Dynamic ordering and Dynamic voltage assignment

SD DD
CPU Time Allocation off-line on-line
Start Time Assignment on-line on-line
End Time Prediction off-line on-line
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SD Algorithm (CPU Time Allocation)

* Arrival time of all tasks is known
* Deadline of all tasks is known
« WCEC of all tasks is known

- CPU time can be allocated statically

CPU time is assigned to each task:

e assuming maximum supply voltage
« assuming WCEC

Taskl l

| Tasic |
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SD Algorithm (Start Time Assignment)

Current time

In SD, it is possible to assign lower supply voltage to
Task2 using the free time

* In SS, the scheduler can’t use the free time because it
has statically assigned voltage

|
V Current time Free tlme
Taskl 4—%1\_/
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DD Algorithm

Current time

| Taskl l

T Task2 l

Start Time Assignment:

 New task arrives — it either:
a) Preempts currently executing task
b) Starts right after currently executing task
- Starting time is determined
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DD Algorithm (cont.)

Current time

= =)
. Completion time assigned
l at CPU time allocation
Taskl
I -
| Task2 | :
M

End Time Prediction:
Based on the currently executing task’s end time prediction,
add the new task’s WCEC time at maximum voltage
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DD Algorithm (cont.)

Current time

[ask] l >
[ T L Tq Qk? T T l T >
4—%

—> If the currently executing task finishes earlier, then new
task can start sooner and run slower at lower voltage
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Comparison: SD vs. DD

> SD Algorithm:
o Y S
Start Time End Time
- DD Algorithm:
s E

Start Time End Time
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Experimental Results: Energy

Normal: Processor runs at maximum supply voltage
SS: Static Scheduling

SD: Scheduling done by SD Algorithm

DD: Scheduling done by DD Algorithm

Task Normal SS SD DD
1 5.0V 4.0V 4.0V 5.0V
2 5.0V 4.0V 4.0V 5.0V
3 5.0V 5.0V 4.0V 5.0V
4 5.0V 2.5V 2.5V 5.0V
3 5.0V 2.5V 2.5V 4.0V
5 5.0V 2.5V 2.5V 4.0V
Energy 1615J 702J 685J 1357J
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Dynamic power management (DPM)

Dynamic Power management tries to assign optimal
power saving states

Requires Hardware Support
Example: StrongARM SA1100

400mW
RUN: operational RUN
IDLE: a sw routine may stop
the CPU when not in use, 10us
while monitoring interrupts 90 160ms
SLEEP: Shutdown of on-chip 10us us
activity o0us (
IDLE 1 SLEEP
50mW 160uW
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Reduce power according

~~
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The opport Ity:
t

device states

% shut down wake up

~ |
busy | | | busy
1
| . 1
working : - - working
- ' !
T
power states bs
T.4: Shutdown delay T,,: Wakeup delay
T,s: time before shutdown T, time before wakeup

Desired: Shutdown only during long idle times
-> Tradeoff between savings and overhead
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Questions:

 When to go to a power-saving state?
* Is an idle period long enough for

shutdown?
= Pradirtina tha fiitinire
7 ricuicuiiy uic iuwiic
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Adaptive Stochastic Models

Sliding Window (SW): [Chung DATE 99

N>

Bl I J............ BBIIB]I‘IBBB

time

 Interpolating pre-computed optimization tables to
determine power states

« Using sliding windows to adapt to non-stationarity
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Comparison of different approaches

| Algorithm | P | Nu | Nug

off-line 0.33 | 250
Semi-M arkov 0.40 | 326 76
Sliding Window 0.43 | 191 28
Device-Specific Timeout | 0.44 | 323 64
Learning Tree 0.46 | 437 | 217

| Exponential Average | 0.50 | 623 | 427 |

| alwayson [ 095]| - | -

P : average power
N.4: number of shutdowns
N, : Wrong shutdowns (actually waste energy)
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- Coordinate multiple workload sources

i |

program II
| |
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Requesters

Concurrent processes
— Created, executed, and terminated
— Have different device utilization

— Generate requests only when running
(occupy CPU)

Power manager is notified when processes change state

We use processes to represent requesters
requester = process
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Task Scheduling
Rearrange task execution to cluster
similar utilization and idle periods
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Shutdown-friendly scheduling

« Cluster processes with similar utilization patterns
—> Localize resource usage in time

« Tradeoff against latency
- A process may be delayed

« EXxploit application-knowledge

—> Processes can specify their latency requirements
via API calls

—> Task scheduling reduces both power and overhead!
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Towards the energy aware OS

Power control for devices and CPU
Shutdown
Variable frequency
Variable voltage
Application awareness
Process aware
API for interacting with applications
Concurrency management
Scheduling
Mutual exclusion (shared resources)
Minimize OS impact (lightweight OS)
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Power-aware OS implementations

Windows APM and ACPI
Device-centric, shutdown based
Power-aware Linux

Good research platform (several partial
implementations, es. U. Delft, Compaq, etc.)

Quite high-overhead for low-end embedded systems
Power-aware ECOS

Good research platform (HP-Unibo implementation)
Lower overhead than Linux, modular

Micro OSes
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Application Aware DPM — Example: Communication Power

NICs powered by portables reduce battery life

8 hours 2.5 hours

* In general:
Higher bit rates lead to higher power consumption
* 90% of power for listening to a radio channel

- Proper use of PHY layer services by MAC is critical!
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NIC Power States

* Transmit mode
* Receive mode
* Doze mode

e Off-mode

— NIC completely turned off
— Power overhead for frequent switches
— Must come with proper buffering strategies
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Off mode power savings

Server

A
A 4

Access Point

A ! !
uffering Beacons Refill
Request l 1 Request l
Client
Powert
Doze mode| | [ ) I ) B )
nme
| & .
Off mode A s N E£nergy sa ving
time

Buffer full Playing LWM reached

.. l: i
LOW water mark
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LWM / Buffer characteristics

Where fo out | N « Higher error probability
ere to pu ) : . : :
the LWM? | - E>.<pI0|ts NIC off-state o
* Min. value to allow data acquisition
. * lower error probability
I I > |+ Incurs NIC off-state overhead

S « Max. value: Buffer_length—1 block

How long //  Depends on memory availability

should the I- The longer the buffer, the higher
/ J
buffer be? = the NIC off-state benefits

Buffering Strategies should be Power Aware!
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Comparison
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BUFFER LENGTH (no of media units)

« Low length buffers incur off mode power overhead
 Good power saving for high length buffers

Kazim Fouladi. School of Electrical and Computer Engineering, University of Tehran. Fall 2006



Embedded System Design

33018 ixsls (a3 )y
Exploiting application knowledge

Approximate processing [Chandrakasan98-01]
Tradeoff quality for energy (es. lossy compression)
Design algorithms for graceful degradation

Enforce power-efficiency in programming
Avoid repetitive polling [Intel98]

Use event-based activation (interrupts)

Localize computation whenever possible
Helps shutdown of peripherals
Helps shutdown of memories
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