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Compilers for embedded systems: Why are compilers an issue

* Many reports about low efficiency of standard compilers

- Special features of embedded processors have to be

exploited. h
- High levels of optimization more important than

compilation speed.
- Compilers can help to reduce the energy consumption.
- Compilers could help to meet real-time constraints.
» Less legacy problems than for PCs.
- There is a large variety of instruction sets.

- Design space exploration for optimized processors
makes sense
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(Lack of) performance of C-compilers for DSPs

DSPStone (Zivojnovic et al.).
Data memory overhead
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Use of assembly ianguages in embedded systems

[Paulin, 1995] C-Code

(DSP) C-Code
(uController)

Assembler

(DSP) Assembler

(LController)

Similar situation more recently
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Optimizations considered in this course

* Energy-aware & memory-aware compilation
Compilation for digital signal processors
Compilation for multimedia processors
Compilation for VLIW processors
Compilation for network processors

= Compiler generation, retargetable compilers and design
space exploration
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3 key problems for future memory systems

1. (Average) Speed
2. Energy/Power

3. Predictability / WCET

Energy [n)]
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Efforts for Reducing Energy

= Device Level
« Development of Low Power Devices
 Reducing Power Supply Voltage
e Reducing Threshold Voltage
= Circuit Level
« Gated Clock
e Path Transistor Logic
e Asynchronous Circuits
= System Level {umm
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No !

* High-performance if available memory bandwidth fully used,;
low-energy consumption if memories are at stand-by mode

* Reduced energy if more values are kept in registers

ADD r3,r0,r2

MOV r0,#28
LDR 13, [r2, #0] int a[1000]; MOV 12,12
ADD r3,r0,r3 C=a; MOV r12,r11
MOV r0,#28 for (i=1;1<100; i++) { MOV r11,rr10
LDR r0, [r2, r0] E += *E:; : MOV r0,r9
ADD r0,r3,r0 +=*(C+7); MOV r9,r8

_ c+=1; - MOV r8,rl
ADD r2,r2,#4
} LDR r1, [r4, rO]

ADD r1,rl#1 ADD r0,r3,r1
CMP r1,#100 ADD r4,r4.#4
BLTLLS 2096 cycles 2231 cycles ADDrS/15#1

CMP r5,#100

19.92 pJ 16.47 uJ BLT LL3
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Compiler optimizations for improving energy efficiency

Energy-aware scheduling

Energy-aware instruction selection

Operator strength reduction: e.g. replace * by + and <<
Minimize the bitwidth of loads and stores

Standard compiler optimizations with energy as a cost function

R2:=a[0];
E.g.: Register pipelining: for i:= 1 to 10 do
heqain
foriz=0to 10 do — El:: ali;
C:=2*a[i] + afi-1]; C:=2*R1+ R2;
R2 := R1,;
end;

Exploitation of the memory hierarchy
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Hierarchical memories usit

Hierarchy Example
main
SF"’M Address space
ARM7TDMI
Processor 0 cores, well-known
for low power
no tag memory —— | Scratch pad memory consumption

FFF..
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Very limited support in ARMcc-based tool flows

1. Use pragma in C-source to allocate to specific section:

For example:
#pragma arm section rwdata = "foo", rodata = "bar"
int x2 = 5; // in foo (data part of region)

int const z2[3] = {1,2,3}; // in bar

2. Input scatter loading file to linker for allocating section to
specific address range

— Scatter description
LOAD ROM_1 0x0000 Fﬁ Load region description
{
Execution region description
EXEC_R{}'\-’]_I 0x0000 T
Input section description
programl.o (+RO) 1
}
[ Execution region description
DRAM Bx1B000 0x8000 Y]
{ | Input section description
programl.o (+RW,+ZI) @17 |
}
}

http://www.arm.com/documentation/ Software_Development_Tools/index.html
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Very limited usage for actual applications

Information received from designers:

» Used for buffering speech in mobile phones
(mobile phone company)

» Essentially no idea on how to exploit it
(WLAN/Bluetooth specialists & major vendor)

Why not change this situation?
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Migration of instructions to small memory

Yasuura’s architecture (Kyushu U.)

2 instruction memories: main memory + “decompressor” memotry;,
Compiler optimizing code allocation & size of the 2 instruction memories

o | | Large and
Original Object Code Main Program High Power
Baszic Block : 00101
(000010d0: add  r30,¢0,r29 dd BOror® D

| r30 iy
mO000104d: s —&(r29)r3l \ sw —B(r29),r11. cCOmMpressor
(000010d3: addi 1813 #] .
000010de: jal  _mmain \|addi 181841 Smalll
Cre 0001 Delt: nop jal _main. o addi 129179 -3
[ nop. s addi 120,100 and
: ¥ 1l et _—

Basic Block : 00110 T CISCII‘[SIPL-*""'*., (r25).,r20 Low
(x000010ed: addi r29r29 3-8 ariginal inst..
(x000010e3: addi  r20,r040 origindl ind Power
(000010ec: jal _exit b
(xQO00I0F0: sw (r23),120 : [Based on slide by & © : H. Yasuura, 2000]

Merged instruction
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Energy savings
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Migration of data

Static Allocation: assignment of data structures to SPM based two
params /F(v)and LCF(v)

VAC(v).: vvariable Access Count: num of accesses to v during its
lifetime.

IAC(v). Interference Access Count: num of accesses to other arrays
during the lifetime of v

IF(v). Interference Factor: IF(v) = VAC(V)*IAC(V)

LCF(v): Loop Confiict Factor. num of access to other arrays in a loop
nest

A variable vis migrated to SPM if it has
o high /nterference Factor IF(v)
 high Loop Confiict Factor LCF(v)

[N.Dutt/P.Panda (U. Irvine), 1998]
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Example: Which memory object (array, loop,
N }orj g} etc.) to be stored in SPM?
yhile ... Gain g, and size s, for each

On-board Repeat segment 4.
main gall .. Maximise gain G =Xg,, respecting

memory size of SPM SSP = X s,
Array ... Static memory allocation:
]' Solution: knapsack algorithm.

Scratch pady |, Array D . =
memory, «f| | ynamic reloading:
capacity SSP

ety >>el | Finding optimal reloading points.

Processor Int .
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IP representation - migrating functions and variables-

Symbols:
S(var,) = size of variable &
n, = number of accesses to variable
e(var,) = energy saved per variable access, if var, is migrated
E(var,) = energy saved if variable var, is migrated (= e(var,) n(var,))
x(var,) = decision variable, = 1 if variable kis migrated to SPM,
= 0 otherwise
K = set of variables

Similar for functions /

Integer programming formulation:

Maximize %.,_, x(var,) E(var,) + 2,. ;. X(F;) E(F;)
Subject to the constraint
Yiex S(vanr) Xvar) + %, ., S (F;) X(F;) < SSP

Kazim Fouladi. School of Electrical and Computer Engineering, University of Tehran. Fall 2006
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Reduction in energy and average run-time

S —
SHE
X >
n D
% g B Cycles
> L
(@) .
Numbers will
. change with
Mq tl_?Ol"[ technology,
(mlxp sor 0 64 128 256 512 1k 2k 4k 8k algorithms
algorithms) _ remain
Scratch Pad Size
unchanged.

Measured processor / external memory energy + CACTI values for SPM (combined model)
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Energy results for more benchmarks

—e—biquad_N_sections
—a—bubble_sort
heap_sort
insertion_sort
—x— lattice
—e——matrix-mult

—+—me_ivin

quick_sort

——= = Selection_sort

Energy Saving by Usage of scratch pad memory
Moving functions and global variables
c 100,00% —3——amat————
O 90,00% \ \ \ \ \
B 80,00% A
E 70,00% \ \ \ \\ \
S 60,00% \
2 50,00% X ‘
O  40,00% —p——g-—t—¢—¢—¢—9¢
S 30,00% "X \gx MMV
D 20,00% - === =="3
@ 10,00%
5 0.00%
& oV oV <z>*\ & oY oF Qﬁ & & &
NG RGN © v © N
EIICING I N & q/Qv & %\9"' \/&cb
Scratch pad size

Combined energy model

[Steinke et al. (U. Dortmund), 2002]
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Allocation of basic blocks

Fine-grained
granularity
smoothens
dependency on the
size of the scratch
pad.

jump instructions to
return to "main"
memory.

Main
memory

Embedded System Design

Statically 2
Jumpl jumps,
BB1 but only one
IS taken
umpz |
For consecutive
; 3 i basic blocks
um
b= BB2
Jumpd
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Allocation of basic blocks, sets of adjacent
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energy savings in %

Uiy Alasla i 5553l Slre (29343 300
Savings for memory system energy alone
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Combined model for memories
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Underlying reasons for large energy savings

Potential energy
12 m—| saving Is determined
" [ by the difference
9 [ between the energy
—E 8 consumption for large
g’ : and small memories.
S 6
24 5 In this case:
WO g C
< 5 factor of = 20
2 < %~ savings of up to 95%
1 — [
e Can even be larger for
64 128 256 512 1k 2k 4k 8k 16k 32k 64k .
Memory Size (Eytes) larger memories
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A Energy [mJ]
] HEl scratch pad Parameters
° 1 main memory different from
CPU previous slide
5 —
4 -
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2] . B - =
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N N B § B
1 \
% —

0 64 128 256 512 1024 2048 Size
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Sensivity with respect to input data: results by Yasuura

Reduction Energy consumption in optimized memory
rate = x100
Energy in memory without optimization
MPEG2 decoder
Xe - 0pti,,,, ed Image 1 Image 2 Image 3 .
ed data OI’ §
Image 1 45.82 %| 46.11% | 46.48%)| |g
Image 2 || 46.81% | 46.46% | 48.80%]| |-
Image 3 || 46.42% | 46.23% | 45.76%| |3
Decompressor 1,134 1,212 088 é
Main Program 28,407 | 28,338 28,542 | |&
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Timing predictability

For embedded (hard or soft) real-time systems solutions
have to provide timing predictability.

For satisfying timing constraints in hard real-time systems,
predictability Is the most important concern [Xu, Parnas].

Many solutions for PCs (caches) not designed for realtime:
» Designed to improve the average case behavior

Pre run-time scheduling is often the only practical means
of providing predictability in a complex system. [Xu, Parnas]
< Let's do this for the memory system

& Scratch-pad/tightly coupled memory based
predictability

Kazim Fouladi. School of Electrical and Computer Engineering, University of Tehran. Fall 2006
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Workflow

C—Programj
]
SSiZI')e — cncce

l

ARMulator

|, Acmwal
Performance

ai'l

—  WCET

executable K
ait:

= WCET analysis tool

= support for scratchpad memories by specifying different

memory acCCcess times

= also features experimental cache analysis for ARM7
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Architectures considered

ARM7TDMI with 3 different memory architectures:

1. Main memory
LDR-cycles: (CPU,IF,DF)=(3,2,2)
STR-cycles: (2,2,2)

*=(1,2,0)

2. Main memory + unified cache
LDR-cycles: (CPU,IF,DF)=(3,12,6)
STR-cycles: (2,12,3)

*=(1,12,0)

3. Main memory + scratch pad
LDR-cycles: (CPU,IF,DF)=(3,0,2)
STR-cycles: (2,0,0)

*=(1,0,0)

Kazim Fouladi. School of Electrical and Computer Engineering, University of Tehran. Fall 2006
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Results for G.721

Using Scratchpad: Using Unified Cache:
5500 5500
5000 5000
4500 4500
§ 4000 =3\ifg1;ation 'é‘ 4000 I
S 3500 S 3500
E 3000 E 3000
% 2500 $ 2500 -
S, 2000 - S, 2000
© 1500 - © 1500
1000 — 1000 r r
500 — 500 I I
o 7 |
0 64 128 256 512 1k 2k 4k 8k 0O 64 128 256 512 1k 2k 4k 8k
SP-Size [Bytes] Cache-Size [Bytes]
References:

* Wehmeyer, Marwedel: Influence of Onchip Scratchpad Memories on
WCET: 4th Intl Workshop on worst-case execution time (WCET)
analysis, Catania, Sicily, Italy, June 29, 2004

» Second paper on SP/Cache and WCET at DATE, March 2005
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Multiple scratch pads

scratch pad 0, 256 entries

scratch pad 1, 2 k entries

scratch pad 2, 16 k entries

addresses

"main" memory

Kazim Fouladi. School of Electrical and Computer Engineering, University of Tehran. Fall 2006
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Optimization for multiple scratch pads

Minimize C:Zej °ij,i N,
] i

With e;: energy per access to memory J,

and x; = 1 if object /is mapped to memory /, =0 otherwise,

and 77;: number of accesses to memory object /,

subject to the constraints:
Vi) x-S <SSP

Vii) x; =1
j
With S;: size of memory object /,
SS5F;: size of memory /.

)

Kazim Fouladi. School of Electrical and Computer Engineering, University of Tehran. Fall 2006
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Considered partitions

# of par- number of partitions of size:
titions 4K | 2K | 1K | 512 | 256 | 128 | 64
7 0 | | | | | 2
6 0 1 1 1 1 2 0
5 0 I 1 I 2 0 0
4 0 I 1 2 0 0 0
3 0 1 2 0 0 0 0
2 0 2 0 0 0 0 0
1 1 0 0 0 0 0 0

Table 1: Example of all considered memory partitions for a
total capacity of 4096 bytes

Kazim Fouladi. School of Electrical and Computer Engineering, University of Tehran. Fall 2006
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Results for parts of GSM coder/decoder

100
90
EE. 80 \ g %r:_g O 1
c 70 ® 2
= e
7) 60 / ! . v 3
.Ej ~Working set" N P!
> 50 Cad > 5
(0
)] j/ < B
5 40 M7
o 30T A key advantage of partitiongd | | % 8
5 scratchpads for multiple applications is
20 their ability to adapt to the size of the
10 current working set. -
O I I I I I I I I I

64 128 256 512 1024 2048 4096 8192 16384 32768
Total scratchpad capacity [bytes]
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Savings over un-partitioned scratchpad

22,5
B‘? O
£ 20
w
E’ 17,5 ///;
>
o 15
> // O Multi_Sort
g 12,5 . ¢ Encodecombined
=S 4// v Fast_idct
$ // / & FFT_ Viva
'..:—:- 7.5 » ref idct
0
Qo 5

2.9

0—*/‘1“\ | I

64 128 256 512 1024 2048 4096 8192 16384 32768
total onchip capacity [bytes]
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Polynomial-Time Algorithm for On-Chip Scratchpad Memory Partitioning

. Re-maps address On-core devices | External devices
ranges to SPMSs; |
= Modifies hardware,

. . single i Cache
not application o Memory = |
! | (optional) ; !
software; I bt N
= Based executable ; b
code, unchanged e
compiler,
* Pseudo polynomial, | | ¢y |«w

single
cyoie

uses dynamic
programming kapat

Memory

I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
[

A
[
i
I
I
I
L
I
I
I
I

1
T
I
I
I
I

F. Angiolini, L. Benini, A. Caprara: Polynomial-Time Algorithm for On-Chip Scratchpad Memory
Partitioning, CASES, 2003
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Dynamic replacement within scratch pad

CPU = Effectively results in a kind

f of compiler-controlled
SPM : :
segmentation/ paging for

= Address assignment

' within SPM required
Memory (paging or segmentation-

like)

Memory

Reference: Verma, Marwedel: Dynamic Overlay of
Scratchpad Memory for Energy Minimization, ISSS 2004

Kazim Fouladi. School of Electrical and Computer Engineering, University of Tehran. Fall 2006
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MO = {A, T1, T2, T3, T4}
SP Size = |A| = |T1| ...= |T4]

SPILL_STORE(A);
SPILL_LOAD(T3);

Solution:
A= SP&T3 = SP

SPILL_LOAD(A);
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Dynamic replacement within scratch pad
- Results for edge detection relative to static allocation -

W Processor Energy O Memory Energy @B Total Energy @ Execution Time ‘
1,0

0,9
0,8 -
0,7 -
0,6 -
0,5 -
0,4 -
0,3 -
0,2 -
0,1 -
0,0 |

64 100 128 200 256 avg.
Scratchpad Size (Bytes)
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7

R

Partition n.1

.I. .

Partition 2.1 Partition 2.2

Partition 1.1 Partition 1.2

n layers with "partitions"
consisting of modules
e

SPM-module | | SPM-module Cache- Cache-
\ 1.1.1 1.1.2 module 1.2.1 module 1.2.2
Processor Brockmeyer et al. (IMEC), DATE 2003

Kazim Fouladi. School of Electrical and Computer Engineering, University of Tehran. Fall 2006
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Memory hierarchy layer assignment (MHLA) - Copy candidates -
int A[250] int A[250] Copy
for (i=0; i<10; i++) for (i=0; i<10; i++) candidate
for (3j=0; j<10; Jj++) for (j=0; j<10; j++) k///
for (k=0; k<10; k++) {A"[0..9]=A[j*10..3*10+9];
for (1=0; 1<10; 1++) for (k=0; k<10; k++) A, A"in
f(A[§*10+1]1) for (1=0; 1<10; 1++) small
size=0; reads(A)=10000 £(a"[1])} memory
size=10; reads(A)=1000
int A[250]
for (i=0; i<10; i++) int A[250]
{A'[0..991=A[0..99]; A'[0..99]1=A[0..99]; reads(A)
for (j=0; j<10; Jj++) for (i=0; i<10; i++) .
for (k=0; k<10; k++) for (3j=0; j<10; j++)
for (1=0; 1<10; 1++) for (k=0; k<10; k++) 1000 ® o
£(A'[§*%10+1]) } for (1=0; 1<10; 1l++)
size=100;reads (A)=1000 f(A'[j*10+1]) 100 - >
size=100; reads(A)=100 ‘
| | g

Kazim Fouladi. School of Electrical and Computer Engineering, University of Tehran. Fall 2006
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Memory hierarchy layer assignment (MHLA) - Goal -

Goal: For each variable: find permanent layer, partition and module &
select copy candidates such that energy is minimized.

: Layer size :
Conflicts between variables "
l — } Nr misses = 3000
Al | B |
R & S 6 -_‘-: }Nr misses = 2750
S e e 3
o () i
R * )
P e R R 3%
ﬁ ----------------- % » Nr misses = 5250
e P ---. - E
0 : . 0 J
0 copy size copy size 0 i
» Nr misses = 5250
Brockmeyer et al., DATE 2003 ___ )

Kazim Fouladi. School of Electrical and Computer Engineering, University of Tehran. Fall 2006
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Memory hierarchy layer assignment (MHLA) - Approach -

Approach:

= start with initial variable allocation

* incrementally improve initial solution
such that total energy is minimized.

More general hardware architecture than the Dortmund
approach, but no global optimization.

Kazim Fouladi. School of Electrical and Computer Engineering, University of Tehran. Fall 2006
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Work by Kandemir going in a similar direction

= M. Kandemir, I. Kadayif, A. Choudhary, J. Ramanujam, and I.
Kolcu: Compiler-directed scratch pad memory optimization for
embedded multiprocessors, /EEE Transactions on VLS/ (TVLSI),
pp. 281-287, 2004

= M. Kandemir, J. Ramanujam, M. J. Irwin, N. Vijaykrishnan, I.
Kadayif, and A. Parikh: A compiler based approach for dynamically
managing scratch-pad memories in embedded systems, /EEE
Transactions on CAD (TCAD), pp. 243-260, 2004

Kazim Fouladi. School of Electrical and Computer Engineering, University of Tehran. Fall 2006
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Savi

Savmg/Restorlng
at context switch

Context Switch

Process P2

. SaVIng/ReStorlng \;
at context switch

Scratchpad

Saving Context Switch (Saving)

Utilizes SPM as a common region
shared all processes

Contents of processes are copied
on/off the SPM at context switch

Good for small scratchpads
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O )83 Y92 o o293
Non-Saving Context Switch

P3

Process P2
Non-Saving Context Switch
(Non-Saving)
Process P3 = Partitions SPM into disjoint regions
= Each process is assighed a SPM region
Scratchpad = Copies contents during initialization
» Good for large scratchpads
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Hybrid Context Switch

P3

P2

Process P2

P1

Hybrid Context Switch (Hybrid)
* Disjoint + Shared SPM regions
= Good for all scratchpads

» Analysis is similar to Non-Saving

Scratchpad Approach
= Runtime: O(n\F)
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Multi-process Scratchpad Allocation: Results
SPA: Single Process Approach

160 — / O Energy (SPA) O Energy (Non-Saving)
150 I—I / / @ Energy (Saving) O CopyEnergy (Saving) |

:é, 140 | ’ B / | O Energy (Hybrid) B CopyEnergy (Hybrid)
S d
"g_ 130 B B
2 120 - [ j __
6 110 | || 4@27%
&
5 3 ﬁ
£ 90 | |
wl
80

64 128 256 512 1024 20
Scratchpad Size (bytes)

For small SPMs (64B-512B) Saving is better
For large SPMs (1kB- 4kB) Non-Saving is better
Hybrid is the best for all SPM sizes.

* Energy reduction @ 4kB SPM is 27% for Hybrid approach
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Multi-processor ARM (MPARM) Framework

ARM ARM ARM ARM

SPM SPM SPM SPM

Interconnect (AMBA or STBus)

1l 1l 1l

Shared Main Interrupt| |Semaphore
Memory Device Device

Homogenous SMP ~ CELL processor
Processing Unit : ARM7T processor
Shared Coherent Main Memory
Private Memory: Scratchpad Memory
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Results (MOMPARM)

70 @ Energy Consumption [uJ]

60 -

50 -
40 -
30
20
10
0 A ‘ ‘ ‘ |
0 128 256 512 1k 2Kk 4Kk 8k 16k

Scratchpad Size [Bytes]

Energy Consumption [pJ]

DES-Encryption: 4 processors: 2 Controllers+2 Compute Engines

Energy values from Result of ongoing cooperation between U. Bologna and U.
ST Microelectronics Dortmund supported by ARTIST2 network of excellence.
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Using these ideas with an gcc-based tool flow

Source is split into 2 different file by specially developed
memory optimizer tool *.

*Built with new tool design suite
|CD-C available from ICD P
(see www.icd.de/es)

application main mem.
source S .C J src
v
.C J Memory ’ spm src.\ —
\ Optimizer ARM-GCC
] ICD-C ‘ J‘ Compiler
Axt J 7 Compiler ’
Ol PR Y @
profile Info. d J J o
. c
&
o
®

5.
x
D
i
(7))
(e)
-
—e

= ¢

X
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Extensions

= Using DMA for copying blocks |  PhD thesis of
= Using DRAM - Lars

= Applications to Flash memory ) Wehmeyer
(copy code or execute In place):
according to own experiments: very much parameter
dependent

= Multiprocessor systems
* Freezing caches
= Windows into large arrays

Acknowledgement: Credit goes to all students involved in the design of SPM
tools at Dortmund, in particular to Stefan Steinke, Manish Verma and Lars
Wehmeyer.
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Conclusion

Impact of memory architecture on execution times &
energy.

The SPM provides
= Runtime efficiency
» Energy efficiency
= Timing predictability
Achieved savings are sometimes dramatic, for example:
» savings of ~ 95% of the memory system energy
Savings possibly even larger for larger applications.




