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What is Artificial Intelligence?

Artificial
Intelligence




What is Artificial Intelligence?

Artificial Narrow Intelligence (ANI): Machine mtelllgence that equals
or exceeds human intelligence or efficiency at a specific task.

Artlﬂmal General Intelllgence (AGI) A machine with the ability to
@ apply intelligence to any problem, rather than just one specific
problem (human /eve/ fnre//;gence)

Arhﬂcnal Superlntelllgence (ASI) ntellect that is much smarter
@ than the )an brains in pracUcaIly every f|e|d mcludmg

30|ent|ﬂc creanwty general wisdom and social skills.



What is Artificial Intelligence?

Superintelligence

Reality

Haha that's adorable
the funny robot can
do monkey tricks!
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A superintelligence is any intellect that vastly outperforms the best human brains in

practically every field, including scientific creativity, general wisdom, and social skills



Machine Learning - Basics

Introduction

& Machine Learning is a type of Artificial Intelligence that provides
. computers with the ability to learn without being explicitly

programmed.

|! Machine Learning
Labeled Data Algorithm

Training

Prediction

l'g L Learned Model

Provides various techniques that can learn from and make predictions on data

Data




Machine Learning - Basics

Learning Approaches

Supervised Learning: Learning with a labeled training set
Example: email spam detector with training set of already labeled
emails

e Unsupervised Learning: Discovering patterns in unlabeled data
Example: cluster similar documents based on the text content

I_’ Reinforcement Learning: learning based on feedback or reward
4—I Example: learn to play chess by winning or losing



Machine Learning - Basics
Problem Types

Classification Regression
(supervised — predictive) (supervised — predictive)
Wiki .': %. ® .
= | & )
time
Clustering Anomaly Detection

(unsupervised — descriptive) (unsupervised— descriptive)



Machine Learning - Basics

Problem Types — Mapping from A to B

What Machine Learning Can Do
A simple way to think about supervised learning.

INPUT A
Picture

Loan application
Ad plus user information
Audio clip

English sentence

Sensors from hard disk, plane engine, etc.

Car camera and other sensors

SOURCE ANDREW NG

RESPONSEB
Are there human faces? (0 or 1)

Will they repay the loan? (0 or 1)
Will user click on ad? (0 or 1)
Transcript of audio clip

French sentence

Is it about to fail?

Position of other cars

APPLICATION
Photo tagging

Loan approvals

Targeted online ads
Speech recognition
Language translation
Preventive maintenance

Self-driving cars



Machine Learning - Basics
Algorithms Comparison - Classification

Nearest Neighbors Linear SVM Decision Tree Maive Bayes

Nearest Neighbors

Nearest Neighbors







What is Deep Learning?

Part of the machine learning field of learning representations of
data Excephonal effectwe at learning patterns.

Ut|||zes Iearnmg algorithms that denve meanmg out of data by usmg

a hierarchy of multiple layers that mimic the neural networks of ou
brain

If you provide the system tons of information, it begins to
understand it and respond in useful ways.
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Inspired by the Brain

AN LTI
Catsqorical judgments, 1-40-1W m

deision making ; o impla visual fonm
\mﬂ&nmm ? ges COMErs
— / The first h hv of Neurons

1m1anm;FFG
that receives mformation in the

N-Bﬂms ;.2
oo e visual cortex are sensitive to
u - f e Bt regi
Kﬁwm specific edges while brain regions
- ms, lealure 5 4 -
f.‘.f:m..;:Q;;M aroups, i further down the visual pipeline
I obiject i
i W are sensitive to more complex
= ——— T structures such as faces.
O IR MUSCle —=160-220 ms
180-260 ms
V Our bram has Iots of neurons connected together and the jth o
the connections between neurons represents long term knowledge.



Deep Learning - Basics
Architecture
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A deep neural network consists of a hierarchy of layers, whereby each layer
transforms the input data into more abstract representations (e.g. edge ->

nose -> face). The output layer combines those features to make predictions.



Deep Learning - Basics
What did it learn?
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Deep Learning - Basics
No more feature engineering

IE] Eeatire Tradltlfmal
Engineering Th
Input Data Algorithm

Costs lots of time

Deep

=

Input Data

Learning
Algorithm
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Traditional
Learning
Algorithm

Feature
Engineering

Costs lots of time

Geee 5 :89b 8 S5 90

Deep

Learning
Algorithm




Why Deep Learning?

Applications

Speech/Audio Computer Natural Language
Processing Vision Processing






A brief History

A long time ago...

Convolution Neural Networks for

1958 Perceptron 1974 Backpropagation

1969
Perceptron criticized

awkward silence (Al Winter)

S

4

Handwritten Recognition

Google Brain Project on
16k Cores

1998 i I | 2012

1995
VM reigns

2006
Restricted
Boltzmann

Machine

2012
AlexNet wins
ImageNet

IMAGENET



A brief History

The Big Bang aka “One net to rule them all”

Traditional CV @ Deep Learning
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ImageNet: The “computer vision World Cup”




A brief History

The Big Bang aka “One net to rule them all”

ImageNet Classification Error (Top 5)

Human Performance

(4]

2012 (AlexNet) 2013 (ZF) 2014 (VGG) 2014 (Googl.eNet) 2015 (ResNet) Today
(GooglLeNet-vd)

ImageNet: The “computer vision World Cup”



A brief History

The Big Bang aka “One net to rule them all”
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Deep Learning in Speech Recognition



What changed?

Old wine in new bottles

Big Data Computation Algorithmic
(Digitalization) (Moore's Law, GPUs) Progress



The Big Players

Companies

BT Microsoft

amazon

Google

7. @Z Bai'&&'ﬁl‘ir
NVIDIA.



The Big Players

Startups
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Hype or Reality?

Academic Publications about Deep Learning

Number of Publications
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Hype or Reality?

NIPS (Computational Neuroscience Conference) Growth

Total Registrations 3755 2016: >5000

2,400

1,600

800

Tutorials Conference Workshops
(2,584) (3,262) (3,0086)




Hype or Reality?
Google

Maf hine learning is a core transformative way by which we are rethinl
g we are doing ]




Hype or Reality?

Google

Artificial Intelligence Takes Off at Google

Number of software projects within Google that uses a key Al technology, called Deep
Learning.
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Hype or Reality?

Investments in Al technologies

Investment in technologies that use artificial intelligence
has climbed in recent years.

~ 1,000
, 2

S

E 800~

@

=

:-: 600 : : ey = . - | | =lf R
=

Q

E

¢ 400

-

E

2 200

o

@

s 0

Q1Q2Q3 Q4 Q1 éQ Q3 Q4 Q1 Q2Q3 Q4 Ql Q2Q3 Q4 Q1Q2Q3 Ci)‘l Ql
.
2011 2012 2013 2014 2015 2016




Hype or Reality?

Growing Interest from Organizations

EVERY INDUSTRY WANTS INTELLIGENCE

Organizations engaged with NVIDIA on deep learning

m Higher Ed ® Gaming
® Internet ® Oil & Gas
u Life Sciences u Other

® Development Tools

® Finance

® Media & Entertainment
® Government

® Manufacturing

u Defense

® Automotive

100
0

2013




The Big Players

Superstar Researchers

Geoffrey Hinton: University of Toronto & Google

Yann LeCun: New York University & Facebook

Andrew Ng: Stanford & Baidu

Yoshua Bengio: University of Montreal

Jirgen Schmidhuber: Swiss Al Lab & NNAISENSE




Hype or Reality?

Quotes

| have worked all my life in Machine Learning, and |'ve never seen one
alaorith | b oy I T o

T KD
JUI I

— Andrew Ng (Stanford & Baidu)
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Deep Learning is an algorithm which has no theoretical limitations
of what it can learn; the more data you give and the more
computational time you provide, the better it is - Geoffrey Hinton (Google)

Human-level artificial intelligence has the potential to help humanity
thrive more than any invention that has come before it - bileep George
(Co-Founder Vicarious)

For a very long time it will be a complementary tool that human
scientists and human experts can use to help them with the things
that humans are not naturally good - pemis Hassabis (Co-Founder DeepMind)
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Deep Learning

The Past, Present and Future of
Artificial Intelligence

3



