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Neurally Inspired Models of Information Processing
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• Introduce basic principles of connectionist networks

• Introduce different types of activation function

PART 2: MODELS AND TOOLS
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• Exploit parallel processing

• Can be used to model multiple satisfaction of soft 

constraints

• Do not feature explicit (content-specific) rules

• Exhibit graceful degradation

• Intended as models of information-processing at the 

algorithmic level

• Capable of learning
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Fig. 2

An artificial neuron:

I
i

Input i

W
i

The weight attached to input i

T The threshold of the neuron

X The total input to the neuron 

S The output signal
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• Basic distinction

– Single-unit networks [a.k.a. single layer networks]

– Multilayer networks

• Different learning rules

• Only multilayer networks have hidden units
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José Luis Bermúdez,

Cognitive Science: 

An Introduction to the Science of the Mind,

3rd ed., Cambridge University Press, 2020.

Chapter 5 (Section 5.1)


