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Preface

The legal domain represents a primary candidate for Web-based information dis-
tribution, exchange and management, as testified by the numerous e-government,
e-justice and e-democracy initiatives worldwide. The last few years have seen a
growing body of research and practice in the field of artificial intelligence and
law addressing aspects such as automated legal reasoning and argumentation,
semantic and cross-language legal information retrieval, document classification,
legal drafting, legal knowledge discovery and extraction. Many efforts have also
been devoted to the construction of legal ontologies and their application to the
law domain.

A number of different workshops and conferences have been organized on
these topics in the framework of the artificial intelligence and law community:
among them, the ICAIL (International Conference on Artificial Intelligence and
Law) and the Jurix (International Conference on Legal Knowledge and Infor-
mation Systems) conferences; several workshops on legal ontologies have been
held by the AI&Law Association (LOAIT) and by the Legal XML Community
(LegalXML Workshops and Legal XML Summer School). In all these events, the
topics of language resources and human language technologies receive increasing
attention.

The situation is quite different within the computational linguistics commu-
nity, where little attention has been paid to the legal domain besides a few
isolated contributions and/or projects focussing on the processing of legal texts.
In this context, the editors of this book organized a Workshop on “Semantic
Processing of Legal Texts,” which was held in Marrakech (Morocco) in 2008,
in the framework of the 6th International Conference on Language Resources
and Evaluation (LREC–2008). The workshop offered the possibility for the two
communities to meet, exchange information, compare perspectives and share
experiences and concerns on the topic of legal knowledge extraction and man-
agement. Both research communities can benefit from this interaction: the legal
artificial intelligence community can gain insight into state–of–the–art linguis-
tic technologies, tools and resources, and the computational linguists can take
advantage of the large and often multilingual legal resources – corpora as well
as lexicons and ontologies – for training and evaluation of current Natural Lan-
guage Processing (NLP) technologies and tools. The main focus of the workshop
was the automatic extraction of relevant information from legal texts and the
structured organization of this extracted knowledge for legal knowledge repre-
sentation and scholarly activity, with particular emphasis on the crucial role
played by language resources and human language technologies.

The number of received submissions, the variety of perspectives and ap-
proaches witnessed by the accepted papers, the number and variety of partic-
ipants from 17 different countries all over the world, both from the academic
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and industrial communities and with different (i.e., legal, linguistic as well as
computational) backgrounds, as well as the stimulating discussion both speak-
ers and attendees engaged in during the workshop indicate this as a promising
field, which combines legal informatics and natural language processing in inno-
vative and productive ways. This fact persuaded us to invest some time to wrap
up the current debate in a book including the revised and expanded versions
of selected papers presented at the workshop which were complemented with
invited contributions of leading researchers and groups eminently active in the
field.

The present volume is thus the outcome of this joint effort, covering some of
the main issues in current research on semantic processing of legal texts, as well as
providing new exciting avenues for the years to come. The papers report research
from the academic and industrial communities, from different countries dealing
with different languages, including less–resourced ones, and all together provide
an articulated picture of the current achievements and challenges in the field. We
are aware that several books have been published in the legal artificial intelligence
community on topics such as legal standards and legal ontologies1. Up to now,
however, no comprehensive overview of the field of semantic processing of legal
texts exists, combining views and perspectives from the computational linguistic
and legal communities. The volume intends to fill this gap, by enabling readers
to gain insight into state–of–the–art NLP technologies, tools and the availability
of legal resources, in the form of corpora, lexicons and ontologies. In particular,
we hope that it will be seminal for the future integration of NLP techniques
into recently established approaches to legal analysis such as formal ontology
design and acquisition, and contrastive analysis of legal systems. In the book
the challenges of the field are tackled from different perspectives, thus providing
the reader with an overview of the current debate.

The book is organized into thematic sections, each covering core topics ad-
dressing, from different perspectives, the complex relation between legal text
and legal knowledge. The boundaries of these sections are of course not strict,
but delineate general aspects of thematic segmentation.

Part 1, “Legal Text Processing and Information Extraction,” focuses on the
analysis of legal texts through a variety of NLP techniques, with a specific view
to information extraction tasks. The first paper of this section, by Venturi, inves-
tigates the peculiarities of legal language with respect to ordinary language for

1 Benjamins R., Casanovas P., Gangemi A. (eds.), Law and the Semantic Web,
Springer, 2005; Ajani G.M., Peruginelli G., Sartor G. and Tiscornia D. (eds.), The
multilingual Complexity of European Law, European Press Academic Publishing,
2006; Biagioli C., Francesconi E., Sartor G. (eds.), Proceedings of the V Leg-
islative XML Workshop, European Press Academic Publishing, 2007; Francesconi
E.,Technologies for European Integration, European Press Academic Publishing,
2007; Breuker J., Casanovas P., Klein M., Francesconi E. (eds.), Law, Ontologies
and the Semantic Web, IOS Press 2008; Casanovas P., Sartor G., Casellas N., Ru-
bino R. (eds.), Computable Models of the Law, LNAI 4884, Spinger 2008.
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both Italian and English as a basic prerequisite for the development of domain–
specific knowledge management applications. The second and third papers, re-
spectively, by Dozier et al. and by Quaresma and Gonçalves, deal with a basic
but still challenging annotation task, i.e., the recognition and classification of
legal entities (namely, named entities) mentioned in legal texts. The paper by
Wyner et al. closes the section with a survey of recent text–mining approaches
used to automatically profile and extract arguments from legal cases.

Part 2, “Legal Text Processing and Construction of Knowledge Resources,”
illustrates the challenges NLP faces and its achievements in a bootstrapping
approach to formal ontology design and construction, based on the integration
of ontological and textual resources. In particular, the first paper by Pala et
al. illustrates the results of experiments aimed at bootstrapping an electronic
dictionary of Czech law terms from texts. The second contribution of this sec-
tion, by Francesconi et al., presents a methodology for multilingual legal knowl-
edge acquisition and modelling encompassing two complementary strategies; two
case-studies combining bottom–up and top-down methodologies for knowledge
modelling and learning are presented. The third paper by Bosca and Dini illus-
trates an ontology induction experiment for individual laws (the Italian “Legge
Bassanini” in the case at hand) based on corpora comparison that exploits a
domain corpus automatically generated from the Web. In a different vein, the
contribution by Ajani et al. illustrates new features recently introduced in the
Legal Taxonomy Syllabus (LTS), a tool for building multilingual conceptual dic-
tionaries for the EU law, to tackle the problem of representing the interpretation
of terms besides the definitions occurring in the directives, the problem of nor-
mative change, and the process of planning legal reforms of European law.

Part 3, “Legal Text Processing and Semantic Indexing, Summarization and
Translation,” covers a selection of tasks and applications which can benefit from
NLP–based functionalities, including legal document indexing (Schweighofer),
classification (cfr. de Maat and Winkels; Loza Menćıa and Fürnkranz), summa-
rization (Chieze et al.) and translation (Ogawa et al.).

We hope that this example–based overview of semantic processing of legal
texts will provide a unique opportunity for researchers operating in the field to
gain insight into this active and challenging research area, where the language
of law meets the law of language.

We would like to thank all contributing authors, for their enthusiasm, vision
and stamina. Last but not least, we intend to express our sincere gratitude to
all reviewers for their insightful contributions.

March 2010 Enrico Francesconi
Simonetta Montemagni

Wim Peters
Daniela Tiscornia



Organization

Referees
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Legal Language and Legal Knowledge

Management Applications

Giulia Venturi

Institute of Computational Linguistics, CNR
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http://www.ilc.cnr.it

Abstract. This work is an investigation into the peculiarities of legal
language with respect to ordinary language. Based on the idea that a
shallow parsing approach can help to provide enough detailed linguistic
information, this work presents the results obtained by shallow parsing
(i.e. chunking) corpora of Italian and English legal texts and compar-
ing them with corpora of ordinary language. In particular, this paper
puts the emphasis of how understanding the syntactic and lexical char-
acteristics of this specialised language has practical importance in the
development of domain–specific Knowledge Management applications.

Keywords: Parsing Legal Texts, Natural Language Processing, Legal
Language, Knowledge Management Applications.

1 Introduction

This work is an investigation into the peculiarities of legal language with respect
to ordinary language. Within the specialised–domain field, the increasing need
for text processing of large document collections has prompted research efforts
devoted to automatically processing the sublanguage used in domain-specific cor-
pora. Interestingly, sublanguage processing encompasses not only the numerous
inherent complexities of ordinary Natural Language Processing (NLP), but also
the treatment of domain–specific peculiarities. Accordingly, beyond the general
NLP difficulties, the specificities of domain–specific features make the automatic
processing of these kind of corpora a challenging task and demand specific solu-
tions. This is the reason why this article puts the emphasis of how understanding
the characteristics of a specialised language has practical importance in the de-
velopment of domain–specific Knowledge Management applications.

More than within other research communities, the reciprocal exchange be-
tween the bio–medical community and the Natural Language Processing one is
a promising example in this direction. The very active research field (see [3] for
an updated overview) witnesses that this joint effort between the two is fruitful
for the purposes of both communities. It follows that on the one hand a variety
of NLP techniques are exploited for a number of domain–specific applications
such as Biological Text Mining, the construction of ontological resources, Infor-
mation Retrieval, and Event Extraction. On the other hand, various efforts are

E. Francesconi et al. (Eds.): Semantic Processing of Legal Texts, LNAI 6036, pp. 3–26, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



4 G. Venturi

also devoted to investigating biomedical language characteristics with a view to
customise NLP tools, in order to adapt them to the processing of biomedical
sub–language.

On the contrary, within the Artificial Intelligence and Law community (AI&
Law), to the author’s knowledge, little attention has been devoted both to tech-
niques coming from the NLP community, and to research efforts concerned with
the analysis of legal language peculiarities. In particular, it has been overlooked
how understanding the characteristics of this specialised language can help to
shed light on the main difficulties of extracting semantic information out of legal
documents.

Within the legal domain the situation is made more challenging, with re-
spect to other specialised domains, by the fact that laws are invariably conveyed
through natural language. According to linguistic studies, such as Garavelli [20],
legal language, although still different from ordinary language, is in fact not dra-
matically independent from every day speech. It rather makes a specific use of
lexical and syntactic peculiarities typical of ordinary language. Consequently, it
can be seen both as an extension and as a reduction of the possibilities offered
by ordinary language. Moreover, since the 80s the close intertwining between
legal knowledge and legal language has been acknowledged within the Artificial
Intelligence and Legal Reasoning community. Pointing out some special charac-
teristics of the legal domain, Dyer in Rissland [26] claims that “[m]odeling what
a lawyer does is more complex than modeling experts in technical/scientific do-
mains. First, all of these complex conceptualizations are expressed in natural
language, so modeling the comprehension ability of the lawyer requires solving
the natural language problem”. However, unfortunately, as it will be discussed
in Section 2, few research activities have focussed on this topic.

According to these premises, this article aims at suggesting how fruitful an
analysis of the main legal language peculiarities can be. For this purpose, a
comparative study of the specialised language used within legal documents with
respect to the newswire language is carried out at a considerable level of detail.
In particular, corpora of Italian and English legal texts have been parsed and
compared with corpora of ordinary language in order to detect the main syntactic
and lexical characteristics of legal language. The eventual goal is to suggest that a
study phase of linguistic peculiarities of legal texts can have practical importance
in many Legal Knowledge Management tasks.

2 Background and Motivation

Despite the urgent need for legal text semantic processing, according to McCarty
[16], little attention has been paid within the AI&Law community to how NLP
can contribute to Legal Knowledge Management. Rather, research in the field
has been conducted mainly from a top–down perspective, uniquely stemming
from domain–theoretical assumptions. So that, a bottom–up investigation of if
and to what extent legal text semantic processing may benefit from linguistic
analyses and techniques has been mostly overlooked.
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Moreover, a corpus of law texts linguistically annotated (i.e. with morpholog-
ical, syntactic and semantic information made explicit) is lacking, even though
it would be useful for a number of Knowledge Management applications, such as
Information Extraction and Domain Ontology Learning (as it has been recently
raised in McCarty [17]).

However, in the last few years the number of NLP–oriented research activities
has increased as witnessed by the workshops and tutorials recently organized on
this topic. As a matter of fact, a survey of the main Knowledge Management
applications in the legal domain can show that NLP tools are currently exploited
in various studies. This is the case of the following cases:

1. Legal Ontology Learning, carried out by Van Gog et al. in [32], Lame in
[11], Saias et al. in [28], Walter et al. in [34] and Völker et al. in [31];

2. Legal Information Extraction, carried out by Walter in [35] and McCarty
in [16];

3. Legal Semantic Annotation, carried out by Bartolini et al. in [5], Brighi
et al. in [6] and Spinosa et al. in [29];

4. Automatic identification of legal terms for lexicographic purposes, car-
ried out by Pala et al. in [23] and [24];

5. Legal Knowledge Modeling, carried out by Nakamura et al. in [21];
6. Legal Argumentation, carried out by Moens et al. in [19], by Mochales

et al. in [18] and by Wyner et al. in [36]; more recently, Wyner et al. in [37]
put the focus on the need for bridging Computational Linguistics and Legal
Argumentation efforts. In fact, the use of NLP tools is meant to support the
formal construction of argument schemes;

7. Legal Automatic Summarisation, carried out by Grover et al. in [9].

However, in these studies and projects little attention has been paid:

1. to take into account the potentialities offered by each level of linguistic anal-
ysis (i.e. sentence splitter, tokenization in single word units, morphological
analysis and shallow or deep syntactic parsing) to the following semantic
processing of legal texts;

2. to put the emphasis on the need for domain–specific customizations asked
for legal language peculiarities;

3. to point out legal language peculiarities with a special view to those char-
acteristics which make this specialised language different with respect to
ordinary language.

Interestingly enough, the vast majority of these works takes into account only the
output of the component in charge of the syntactic parsing of the text. Mostly,
the research activities considered here take into account the output of the deep
level of syntactic parsing they have carried out. It follows that the previous levels
of linguistic analysis, i.e. sentence splitter, tokenization in single word units and
morphological analysis, are overlooked. However, according to what has been
noted for the Biomedical Language Processing field in Ananiadou et al. [3], each
level of linguistic analysis has been typically associated with specific processing
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components aimed at tackling domain–specific phenomena at some level. By fo-
cussing on the relationship between different processing components and various
kinds of analyses, the authors allow appreciation of how each particular type of
component relates to the overall Text Mining task.

In the legal domain, one exception is the analysis carried out by Pala and col-
leagues in [23], where results of the morphological analysis and lemmatizations
of the Penal Code of the Czech Republic are presented. For this purpose, a mor-
phological analyser designed for general Czech has been customised according to
some legal language peculiarities, namely by adding legal terms. Interestingly, the
authors put the focus on the main outcome of their work: as a result, they have
obtained basic knowledge about the grammatical structure of legal texts (law ter-
minology). Starting from the analysis of this processing component (i.e. the mor-
phological analyser), they were further concerned in [24] with the development of
a database containing valency frames of legal verbs, suitable for the description
of the meanings of legally relevant verbs. In this respect, the Pala and colleagues’
effort is aimed at exploring how even the morphological level of linguistic analysis
can help the investigation of the semantic nature of legal language.

Secondly, just few of the works aforementioned are explicitly focused on the
need for domain–specific customizations needed for legal language peculiarities.
As witnessed by the efforts carried out in the Biomedical Language Process-
ing community (see e.g. Lease et al. [12], Pyysalo et al. [25] and Sagae et al.
[27]), studies overtly devoted to the adaptation of NLP tools for domain–specific
purposes may improve the document processing task in terms of accuracy. An
exception in the legal domain is represented by McCarty who in [16] developed a
Definite Clause Grammar (DCG), consisting of approximately 700 rules, to result
in “deep semantic interpretations” of a corpus of judicial opinions of the United
States Supreme Court. He aimed at extracting the information that a lawyer
wants to know about a case. He started from a qualitative analysis of general–
purpose statistical parser (the Collins’ parser) applied to those legal texts in
order to test how accurate it was on sentences from judicial opinions. The parser
results were mostly weak with respect to prepositional phrase attachments and
coordinative conjunctions. Consequently, he foresaw several steps devoted to im-
proving the accuracy of the parser for legal texts. It is also the case for Mochales
and colleagues, who in [18] focussed on how legal language peculiarities are re-
flected in Argumentation Mining in legal texts. In order to detect and classify
argumentative sentences in texts, the authors firstly looked for clauses of sen-
tences on the basis of a predefined set of linguistic features, such e.g. typical
verbs, significant sequences of two or more words, keywords, punctuation marks,
etc. Then, using the linguistic characteristics of legal argument found in the
previous phase, they defined a Context Free Grammar specifically devoted at
parsing the argumentation structure in legal texts.

Finally, in the AI&Law field efforts devoted to investigating legal language
peculiarities seem to be lacking. As will be demonstrated in the work presented
here, such a study can help to shed light on those linguistic characteristics
of legal documents, which might hamper Legal Knowledge Management efforts.
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A significant exception is represented by the study by Nakamura and colleagues
in [21], where the authors performed the linguistic investigation of a corpus of
Japanese legal texts. Taking into account the linguistic characteristics they de-
tected, they realised a system, which generates a logical formula corresponding
to an input sentence from legal documents. In fact, they demonstrated that the
results of this preliminary linguistic investigation are suitable for i) improving
the accuracy of their NLP component that carries out the deep syntactic pars-
ing of legal texts and ii) coping with particular legal sentence constructions that
are difficult to transform into their corresponding logical forms. In particular,
they put the focus on the analysis of typical Japanese nominalisations (i.e. noun
phrases systematically related to the corresponding verbs), consisting of two
nouns A and B with an adnominal particle “no”, which carries some relation
between A and B. The importance of an ‘A no B’ relation relies on the fact that
it is regarded as a verb. Frequently occurring in legal texts, these noun phrase
types address the need for specific processing, in order to be transformed into a
logical form, which expresses an event.

3 The Approach

This paper intends to continue the study carried out in Venturi [33] with a view
to the practical importance that an investigation of the linguistic characteristics
of legal texts has for Legal Knowledge Management purposes. In that previous
study, the relative distribution of legal sub–language peculiarities has been iden-
tified by comparing the syntactic features detected in a corpus of Italian legal
texts with the output of the syntactic parsing performed on a corpus of Italian
ordinary language.

In the present study, a similar constrastive approach has been followed. Namely,
syntactic and lexical characteristics of Italian and English legal language are
identified by comparing an Italian and an English legal corpus with a reference
corpus of Italian and English ordinary language. Afterwards, detected Italian
and English legal language peculiarities are compared in order to investigate if,
and to what extent, domain–specific characteristics are shared.

Syntactic and lexical levels of linguistic analysis have been carried out on
the basis of the output of an NLP syntactic parsing component. In particular,
the results presented here rely on a shallow syntactic level of analysis. As will
be shown in Section 4, this paper maintains the widespread idea that a shal-
low parsing approach can help to provide enough detailed linguistic information
for syntactically complex texts. Due to the minimal linguistic knowledge (i.e.
morphosyntactic, lemma and word order information) a shallow syntactic com-
ponent of analysis requires, such a level of analysis can be suitable to provide
unambiguous syntactic representations.

4 NLP Analysis of Legal Texts

Syntactic and lexical levels of linguistic analysis are the focus of the present
study. In particular, the latter level concerns chunking, the shallow syntactic
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parsing technique, which segments sentences into an unstructured sequence of
syntactically organised texts units called chunks. Abney in [1] demonstrated how
chunking proves to be a highly versatile means to produce reliable syntactic an-
notations of texts. The purpose of traditional full–parsing is to associate to each
sentence a fully specified recursive structure, in order to identify the proper syn-
tagmatic composition, as well as the relations of functional dependency among
the identified constituents. On the contrary, chunking refers to a process of non–
recursive segmentation of text. The resulting analysis is flat and unambiguous:
only those relations which can be identified with certainty have been found out.
Accordingly, some of the ambiguous grammatical dependencies (e.g. preposi-
tional phrase attachments) are left underspecified and unresolved. This makes
chunking highly suitable for the syntactic annotation of different types of texts,
both written and spoken, and the analysis of corrupted or fragmentary linguistic
inputs. According to Li et al. [14], as long as “parse incompleteness” is reinter-
preted as “parse underspecification”, failures due to lexical gaps, particularly
complex syntactic constructions, etc. are minimised.

A number of reasons for carrying out a shallow parsing of legal texts are the
following. According to Li et al. [14], in many natural language applications,
such as Information Extraction and Text Summarisation, it is sufficient to use
shallow parsing information, rather then relying on a deep syntactic analysis.

Although it might seem that full parsing should be preferred for adequate
processing of texts, a shallow parsing approach has been chosen within some
domain–specific applications. This is the case, for example, for Grover and col-
leagues, who in [9] investigated a method for generating flexible summaries of
legal documents, by detecting a set of argumentative roles (e.g. fact, background,
proceedings, etc.). Relying on the output of a chunking component of analysis,
the authors carried out a fact extraction task from a corpus of judgments of the
House of Lords.

Moreover, Bartolini et al. [5] and Spinosa et al. [29] have shown in their works
the main advantages in taking chunked syntactic structure as the basis on which
further stages of legal text processing operate. It has been reported there that
chunked representations can profitably be used as the starting point for partial
functional analyses, aimed at reconstructing the range of dependency relations
within the law paragraph text that are instrumental for the semantic annotation
of text. The major potential for text chunking lies in the fact that chunking
does not “balk” at the domain–specific constructions that do not follow general
grammar rules; rather it actually carries on parsing, while leaving behind any
chunk unspecified for its category.

5 Parsing Italian Legal Texts

5.1 The NLP Tools

AnIta (Bartolini et al. [4]) is the parsing system used for the analysis of Italian
legal texts. It is a general–purpose parsing system, which has already been tested
as a component both in the SALEM semantic annotation system of legal texts
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(Bartolini et al. [5]) and in the MELT (Metadata Extraction from Legal Texts)
system (Spinosa et al. [29]) showing encouraging results. AnIta is constituted
by a pipeline of NLP tools, which also includes a chunking module, CHUG–IT
(Federici et al. [7]). In CHUG–IT chunking is carried out through a finite state
automaton which takes as input a morpho-syntactically tagged text. According
to Federici et al. [7], a chunk is a textual unit of adjacent word tokens; accord-
ingly, discontinuous chunks are not allowed. Word tokens internal to a chunk
share the property of being mutually linked through dependency relations which
can be identified unambiguously with no recourse to lexical information other
than part of speech and lemma. A sample output of this syntactic process-
ing stage is given in Figure 1, where the input sentence is segmented into four
chunks. Please note that each chunk contains information about its type (e.g. a
noun chunk, N C, a finite verb chunk, FV C, a prepositional chunk, P C, etc.),
its lexical head (identified by the label POTGOV) and any occurring modifier
and preposition.

Le stesse disposizioni si applicano ad un prodotto importato
‘The same provisions are applied to an imported product’
[[CC:N C][DET:LO#RD][PREMODIF:STESSO#A][POTGOV:DISPOSIZIONE#S]]

[[CC:FV C][CLIT:SI#PQ][POTGOV:APPLICARE#V]]

[[CC:P C][PREP:AD#E][DET:UN#RI][POTGOV:PRODOTTO#S]]

[[CC:ADJPART C][POTGOV:IMPORTARE#V@IMPORTATO#A]]

Fig. 1. CHUG–IT output

The chunked sentence in Figure 1, shows an example of the use of under-
specification. The chunking process resorts to underspecified analyses in cases
of systematic ambiguity, such as the one between adjective and past partici-
ple. This ambiguity is captured by means of the underspecified chunk cate-
gory ADJPART C, subsuming both an adjectival chunk and a participal chunk
interpretation.

This underspecified approach to robust syntactic analysis of Italian texts has
been proved to be fairly reliable. Lenci et al. [13] provides a detailed evaluation
of CHUG–IT parsing performance drawn on a corpus of financial newspapers
articles. Results of automatic chunking were evaluated against a version of the
same texts chunked by hand; they give a recall of 90.65% and a precision of
91.62%.

In what follows we wil provide an analysis of a corpus of Italian legal texts.
For this purpose, the output of the chunking module included in AnIta (i.e.
CHUG–IT) has been analyzed.

5.2 The Corpora

For the construction of the Italian legislative corpora two different design criteria
were taken into account, namely the regulated domain and the enacting author-
ity. The corpus is made up of legal documents which a) regulate two different
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domains, i.e. the environmental and the consumer protection domains and b)
which are enacted by three different authorities, i.e. European Union, Italian
state and Piedmont region.

The Environmental Corpus. The environmental corpus consists of 824 leg-
islative, institutional and administrative acts for a total of 1,399,617 word to-
kens. It has been downloaded from the BGA (Bollettino Giuridico Ambientale),
database edited by the Piedmont local authority for the environment1. The cor-
pus includes acts enacted by the European Union, the Italian state and the
Piedmont region, which cover a nine–year period (from 1997 to 2005). It is
a heterogeneous document collection (henceforth referred to as Environmental
Corpus) including legal acts such as national and regional laws, European di-
rectives, legislative decrees, as well as administrative acts, such as ministerial
circulars and decision.

The Consumer Law Corpus. The corpus containing legal texts which reg-
ulate the consumer protection domain is a more homogeneous collection. Built
and exploited in the DALOS project (Agnoloni et al. [2]), it is made up of 18
European Union Directives in consumer law (henceforth referred to as Consumer
Law Corpus), for a total of 74,210 word tokens. Unlike the Environmental Cor-
pus, it includes only Italian European legal texts.

5.3 Comparative Syntactic and Lexical Analysis

The investigation of syntactic and lexical peculiarities of legal language has been
carried out starting from the chunked text (i.e. the output of CHUG–IT). The
analysis mainly concerns:

1. the distribution of single chunk types;
2. the distribution of sequences of chunk types, with a view to those sequences

which contain prepositional chunks;
3. the linguistic realization of events (i.e. situations) in legal texts.

A comparative method was followed. The distribution percentages of both single
chunk types and sequences of chunks occurring within the Italian Legislative
Corpus (i.e. the Environmental and the Consumer Law Corpus) were compared
with the analysis of an Italian reference corpus, the PAROLE corpus (Marinelli
et al., [15]), made up of about 3 million words including texts of different types
(newspapers, books, etc.). Similarly, the typical linguistic realization of events
in legal texts was highlighted by comparing the different lexical realization of
situations depicted in legal documents and in the Italian reference corpus.

Distribution of Single Chunk Types. The distribution of single chunk types
within legal texts was computed by comparing the occurrences of chunk types in
the Italian Legislative Corpus and in the Italian reference corpus. This compar-
ative approach is strengthened by the Chi-squared test applied on the obtained
1 http://extranet.regione.piemonte.it/ambiente/bga/
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results. It confirms the existence of a significant correlation between corpus vari-
ation and chunk type distribution.

Results of the parsing process, reported in Table 1, can help to highlight some
main linguistic peculiarities of the Italian legal language and some consequences
for Legal Knowledge Management. In particular, Table 1 shows the distribution
of single chunk types in the Italian Legislative Corpus and in the Italian reference
corpus. In this table, the count and the percentual frequency of occurrence are
reported for each chunk type. It should be noted that the distribution of chunk
types within the Environmental Corpus and the Consumer Law Corpus are kept
distinct. As will be discussed in what follows, this choice of analysis brought
about a number of related issues.

Table 1. Comparative distribution of single chunk types

Chunk types Italian Legislative Corpus PAROLE
corpus

Environmental
Corpus

Consumer Law
Corpus

Count % Count % Count %

Adj/Participial C 38607 3.56 1689 2.74 29218 1.90

Adjectival C 126267 11.66 6146 10.00 65740 4.27

Adverbial C 13021 1.20 1006 1.63 49038 3.19

Coordinating C 59585 5.50 3095 5.03 73073 4.75

Finite Verbal C 36838 3.40 3007 4.89 140604 9.14

Nominal C 226529 20.92 13062 21.25 413821 26.92

Non Finite Verbal C 19569 1.80 5867 9.54 41674 2.71

Predicative C 13047 1.20 843 1.37 21772 1.41

Prepositional C 321167 29.66 14152 23.03 338037 21.99

Punctuation C 192419 17.77 9756 15.87 278897 18.14

Subordinating C 22026 2.03 2288 3.72 70226 4.56

Unknown C 13439 1.24 535 0.87 14964 0.97

Interestingly enough, Table 1 shows that prepositional chunks (Preposi-
tional C) are the most frequent chunk types within the whole Italian Legislative
Corpus. On the contrary, nominal chunks (Nominal C) are the most recurring
chunk types within the reference corpus. However, it should be appreciated that
prepositional as well as nominal chunks are differently distributed between the
Environmental Corpus and the Consumer Law Corpus. Namely, in the Environ-
mental Corpus prepositional chunks constitute 29.66% of the considered chunks
while the nominal chunks are 20.92%; in the Consumer Law Corpus the former
ones are 23.03% while the latter ones are the 21.25%. Conversely, in the Italian
reference corpus the nominal chunks are 26.92% of the total amount of chunk
types and the prepositional chunks are 21.99%.

Moreover, a fairly low percentage of finite verbal chunks seems to be one
of the main specific features of legal texts. Whereas the Italian reference corpus
has 9.14% of the finite verbal chunks, their occurrence is about a third of that
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within the Environmental Corpus, i.e. 3.40%, and they only constitute 4.89% of
the total amount of considered chunk types in the Consumer Law Corpus.

Various remarks follow from the results obtained by this first level of shallow
parsing. First, the different distributions of single chunk types within the two
analysed corpora of legal texts raised the need for a finer–grained investigation
of legal corpora. Such a further analysis took into account that this difference
might be due to the different enacting authorities, i.e. the Italian state and the
Piedmont region, which enacted two–thirds of the Environmental Corpus, and
the European Union, which enacted both one–third of the Environmental Corpus
and the whole Consumer Law Corpus. In order to investigate this hypothesis, we
investigated the distribution of single chunk types within the three sub–corpora,
which made the Environmental Corpus.

Table 2. Comparative distribution of single chunk types within three Environmental
sub–corpora

Chunk Types Italian Legislative Corpus

Environmental Corpus

Region State Europe

Count % Count % Count %

Adj/Participial C 7247 3.58 20305 3.58 11055 3.52

Adjectival C 24949 12.33 68931 12.16 32387 10.33

Adverbial C 2149 1.06 5944 1.04 4928 1.57

Coordinating C 10315 5.09 31930 5.63 17340 5.53

Finite Verbal C 5857 2.89 16601 2.92 14380 4.58

Nominal C 42850 21.17 114404 20.18 69275 22.10

Non Finite Verbal C 3509 1.73 7927 1.39 8133 2.59

Predicative C 1850 0.91 6467 1.14 4730 1.50

Prepositional C 59615 29.46 175011 30.87 86541 27.61

Punctuation C 36373 17.97 103696 18.29 52350 16.70

Subordinating C 3348 1.65 10068 1.77 8610 2.74

Unknown C 4279 2.11 5496 0.96 3664 1.16

Results of this investigation are reported in Table 2, where the count and
the percentual frequency of occurrence are shown for each chunk type. By keep-
ing distinct the three different enacting authorities, different syntactic pecu-
liarities of the legal language used in the European Italian legal texts and in
the national and local legal texts were highlighted. Interestingly, it seems that
the Italian European legal language has linguistic features which make it more
similar to ordinary language than the national and local legal language. Ta-
ble 2 shows in particular that the Environmental sub–corpus made up by legal
texts enacted by the Italian state is characterised by the highest occurrence of
prepositional chunks; these are 30.87% of the total amount of considered chunk
types. They show a slightly lower occurrence in the Environmental sub–corpus
made up by legal texts enacted by the Piedmont region, where the prepositional
chunks are 29.46%, and it is 27.61% in the European part of the Environmental
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Corpus. Moreover, the distribution of finite verbal chunks in the three sub–
corpora strengthened the first hypothesis. They are 2.89% and 2.92% respectively
in the local and in the national sub–corpus; while they occur twice as much in
the European sub–corpus, i.e. 4.58%. Interestingly, this latter percentage distri-
bution of finite verbal chunks is more similar to the corresponding distribution
of this chunk type within the Italian reference corpus (i.e. 9.14%).

Thus, this comparative analysis resulted in a close relationship between the
European Italian legal texts and the Italian reference corpus, closer than the rela-
tionship between the latter and the national and local legal documents. It seems
to suggest that the European legislator, to a certain extent, took into account the
frequently advocated plain language recommendations. In other words, the lan-
guage used during the legal drafting process of European legal documents reveals
itself as less different from ordinary language. It follows that the processing of
European legal language may require fewer customizations of NLP tools due to
legal language peculiarities than the processing of national and local legal texts.
Consequently, Legal Knowledge Management applications in the European field
will be less hampered by linguistic obstacles caused by domain–specific features.

Moreover, the two more visible syntactic peculiarities, i.e. the higher occur-
rence of prepositional chunks and the lower presence of finite verbal chunks,
detected within the whole Italian Legislative Corpus with respect to the Ital-
ian reference corpus, raised the need for exploring two hypotheses. The first
concerns the possibility that such a high occurrence of prepositional chunks is
strongly connected with their presence within sequences of chunks. As it will
be described in the “Distribution of Sequences of Chunk Types” Section, ac-
cording to this hypothesis, the distribution of sequences of certain chunk types
has been investigated. A special focus has been put on those sequences which
contain prepositional chunks. The second hypothesis concerns the bias typical
of legal texts towards a nominal realization of events (situations) rather than
a verbal realization. The observed low occurrence of finite verbal chunks gave
rise to this hypothesis. Accordingly, in the “Linguistic Realization of Events in
Legal Texts” Section, an investigation will be carried out into how events are
more typically expressed within the Italian Legislative Corpus with respect to
the Italian reference corpus.

Distribution of Sequences of Chunk Types. The hypothesis made about by
the high occurence of prepositional chunks within the Italian Legislative Corpus
concerned the possibility that these chunk types would be typically contained in
sequences of chunks. In particular, a hypothesis was put forward regarding the
presence of long sequences which include a high number of embedded preposi-
tional chunks.

In order to test this hypothesis, sequences of chunk types containing preposi-
tional chunks have been automatically identified. The following typology of cases
has been considered:

1. chains of consecutive prepositional chunks, such as the following excerpt
presentazione delle domande di contributo ai Comuni per l’attivazione dei
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distributori per la vendita di metano ([N C presentazione] [P C delle do-
mande] [P C di contributo] [P C ai Comuni] [P C per l’attivazione] [P C di
distributori] [P C per la vendita] [P C di metano]) “submission of contribu-
tion requests to Municipalities for the activation of distributors for the sale
of natural gas”;

2. sequences of prepositional chunks with possibly embedded adjectival chunks,
such as the following excerpt disciplina del canone regionale per l’uso di
acqua pubblica ( [N C disciplina] [P C del canone] [ADJ C regionale] [P C
per l’uso] [P C di acqua] [ADJ C pubblica]) “regulation of the regional fee
for public water usage”;

3. sequences of prepositional chunks with possibly embedded adjectival chunks,
coordinative conjunctions and/or “light” punctuation marks (i.e. comma),
such as the following excerpt acqua destinata all’uso igienico e potabile,
all’innaffiamento degli orti . . . ([N C acqua] [ADJPART C destinata] [P C
all’uso] [ADJ C igienico] [COORD C e] [ADJ C potabile] [PUNC C,] [P C
all’innaffiamento] [P C degli orti]) “water devoted to sanitary and drinkable
usage, to garden watering”.

The investigation especially focused on the different distribution of deep chains
containing prepositional chunks (referred to as PP–chains) in the different kinds
of texts considered. Results are shown in Table 3, which shows the count of
embedded PP–attachments (i.e. sequences of chunk types containing embedded
prepositional chunks) that occurred within a sentence of legal texts with respect
to an ordinary language sentence 2.

By inspecting Table 3, the occurrence of deep PP–chains does not prove to
be a special syntactic feature of legal language with respect to ordinary lan-
guage. Rather, the crucial distinguishing characteristic of the Italian Legislative
Corpus appears to be the different percentual distributions of deeply embedding
sequences containing prepositional chunks. Legal texts appear to have a higher
percentage of deep PP–chains with respect to the Italian reference corpus. More-
over, the analysis of different percentual occurrences within the three different
Environmental sub–corpora and within the Consumer Law Corpus allowed the
highlighting of finer–grained peculiarities. In general, it should be noticed that
there mainly are chains including 5 to 11 embedded chunks. For example, chains
of 8 PP–attachments constitute 5.78% of the total amount of PP-chains oc-
curring within the legal texts enacted by the Piedmont region and 5.52% in
the documents enacted by the Italian state. Yet, theyhave a coverage of only
2.47% in the Italian reference corpus. As highlighted in the “Distribution of
Single Chunk Types” Section, the Italian European legal texts show a close
relationship with ordinary language. Accordingly, chains of 8 PP–attachments
have lower frequency of occurrence; they are 4.24% in the European part of the
Environmental Corpus and 3.26% in the Consumer Law Corpus.

These findings allow us to consider a number of statements. First, deep PP–
attachment chains seem to be typical of legal texts. They range from chains of
2 Note that the first column of the Table above (named “PP–chains depth”) reports the

number of chunk types embedded, with respect to the typology of cases considered.
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Table 3. Comparative distribution of PP–attachment chains

PP–chains
depth

Italian Legislative Corpus PAROLE
Corpus

Environmental Corpus Consumer
Law Corpus

Region State Europe

Count % Count % Count % Count % Count %

4 2822 38.48 8924 37.42 4164 43.19 611 45.32 10240 54.72

5 1723 23.71 5366 22.50 2258 23.42 356 26.40 4621 24.68

6 1043 14.35 3505 14.69 1380 14.31 139 10.31 1999 10.68

7 612 8.42 2103 8.81 725 7.52 104 7.75 910 4.85

8 420 5.78 1318 5.57 409 4.24 44 3.26 464 2.47

9 248 3.41 813 3.40 237 2.45 28 2.07 206 1.09

10 151 2.13 652 2.73 161 1.67 23 1.70 112 0.59

11 91 1.35 350 1.46 92 0.95 10 0.74 74 0.39

12 63 0.88 244 1.02 69 0.71 7 0.51 39 0.20

13 30 0.42 167 0.70 39 0.40 9 0.66 28 0.14

14 19 0.32 147 0.61 37 0.38 5 0.37 17 0.09

15 18 0.28 79 0.33 27 0.28 1 0.07 6 0.03

16 11 0.25 62 0.25 26 0.27 6 0.44 5 0.02

17 6 0.09 40 0.16 5 0.05 1 0.07 3 0.01

18 3 0.05 31 0.12 4 0.04 3 0.22 2 0.01

19 3 0.04 24 0.10 3 0.03 0 0.00 1 0.00

20 2 0.02 23 0.09 4 0.04 1 0.07 3 0.00

embedded cross–reference to other legal documents, or sections of text (such as
paragraphs, articles, etc.), such as the following sequence containing embedded
prepositional chunks all’articolo 1, comma 1, della legge 8 febbraio 2001, n. 12,
... “in article 1, paragraph 1, of the act 8 February 2001, n. 12, ...”, to chains of
deverbal nouns (i.e. nouns morphologically derived from verbs), such as the fol-
lowing example ai fini dell’accertamento della compatibilità paesaggistica ... “to
the verification of the landscape compatibility ...”. In both cases, detecting these
kinds of deep PP–chains would be fruitful for legal document transparency. As
a matter of fact, the recurrence of complex and ambiguous syntactic construc-
tions, such as deep sequences of prepositional chunks, is widely acknowledged
to be responsible for the lack of understandability of legal texts. According to
Mortara Garavelli [20], it is not the occurrence of abstract deverbal nouns which
may affect the whole legal text comprehension; rather, the complex syntactic
patterns, in which these deveba nouns are typically embedded, make legal texts
difficult to comprehend. This is in line with some findings in studies on linguistic
complexity, mainly in the cognitive and psycholinguistic field (see Fiorentino [8]
for a survey of the state–of–the–art). It was discovered that our short term mem-
ory is able to receive, process and remember an average of 7 linguistic units. In
processing a given input sentence the language user attempts to obtain closure
on the linguistic units contained in it as early as possible. Thus, it is perceptually
“costly” to carry on analysing deep chains of embedded sentence constituents.
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Finally, as mentioned above, the analysis of sequences of prepositional chunks
containing deverbal nouns may be related to a study of the linguistic real-
ization of events (situations) in legal texts. Let us consider the two following
sentences:

1. l’autorità amministrativa competente accerta la compatibilità paesaggistica
(“the relevant administrative authority verifies the landscape compatibil-
ity”),

2. il Comune è preposto alla gestione del vincolo ai fini dell’accertamento della
compatibilità paesaggistica ... (“the Municipality is in charge of the manage-
ment of the obligation to the verification of the landscape compatibility”).

In the first case, the event “verification” is realised through a verbal construction
involving the verb accertare (‘to verify’). In the second sentence, the same event
is realised through a nominal construction headed by the deverbal noun accerta-
mento (‘verification’). Interestingly, it should be noted that in the latter case the
deverbal noun is embedded in a sequence of prepositional chunks, i.e. ... preposto
alla gestione del vincolo ai fini dell’accertamento della compatibilità paesaggis-
tica ... “... in charge of the management of the obligation to the verification of
the landscape compatibility ...”. According to these findings, remarks on Legal
Knowledge Management applications such as Event Extraction can benefit from
the results obtained by an analysis of PP–chains containing deverbal nouns.

Linguistic Realization of Events in Legal Texts. The low percentual oc-
currence of finitive verbal chunks found in Section 5.3 hinted at lexical realization
patterns of situations and events, which is typical of legal documents. In order
to follow this direction of research, a case study was carried out on a small sam-
ple of some main events within the Italian Legislative Corpus and the Italian
reference corpus.

The results are reported in Table 4, where for each event type the corre-
sponding verbal and nominal morpho–syntactic realization is shown in the sec-
ond column. It should be noted that the percentual occurrence of the type of
morpho–syntactic realization has been computed as the ratio of the noun (or
of the verb) occurrence over all types of realization (i.e. nominal + verbal) of a
given event. In the last columns of the table, the count and the percentual occur-
rence of the two linguistic realization types are shown. Interestingly, it highlights
a broad bias towards a nominal realization of same main events within the Ital-
ian Legislative Corpus.

This is the case for the ‘Violate’ event triggered by words which convey a
situation where someone or something violates a set of rules. As shown in Ta-
ble 4, this event type can be expressed by the verb ‘violare’ (to violate) and by
the deverbal noun ‘violazione’ (infringement). Nominal realization was more
frequent in the Italian Legislative Corpus than in the Italian reference corpus.
However, a different percentual occurrence can be seen in the legal texts enacted
by the European Union (both regulating the environmental and consumer pro-
tection domain), and in the documents enacted by the local authority and by
the Italian state. According to previous findings, the local and national legal
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Table 4. Comparative morpho–syntactic realization of events

Event type Morpho-syntactic
realization

Italian Legislative
Corpus

PAROLE
Corpus

European texts Regional
& national
texts

Count % Count % Count %

ENFORCE attuare (to enforce) 159 24.02 184 9.94 88 43.35

attuazione (enforce-
ment)

503 75.98 1668 90.06 115 56.65

VIOLATE violare (to violate) 8 9.09 5 2.94 107 52.97

violazione (infringe-
ment)

80 90.91 165 97.06 95 47.03

PROTECT proteggere (to pro-
tect)

107 16.61 296 26.35 179 55.59

protezione (protec-
tion)

537 83.39 819 73.45 143 44.41

IMPOSING
OBLIGATION

obbligare (to obli-
gate)

19 6.01 59 8.18 122 42.21

obbligo (obligation) 297 93.99 662 91.82 167 57.79

texts seem to contain more domain–specific peculiarities. In those documents,
the ‘Violate’ event is realized in 97.06% of the total amount of cases by the
deverbal noun ‘violazione’ (infringement) and only in 2.94% of cases by the verb
‘violare’ (to violate). In the European documents there is also a strong bias to-
wards the nominal realization, however with different occurrence percentages:
the deverbal noun ‘violazione’ (infringement) occurs in 90.91% of all ’Violate’
event realizations, and the verb ‘violare’ (to violate) is 9.09% of cases.

Conversely, within the Italian reference corpus the variance of morpho–
syntactic realization type shows different characteristics. Not only is the verbal
realization more frequent than the nominal one – 52.97% versus 47.03% respec-
tively –, but also, it seems that ordinary language does not have any sharp bias
towards one of the two types of linguistic realization.

These findings prompted an assessment of the consequences for Legal Knowl-
edge Management tasks such as Event Extraction from legal document col-
lections. According to the state–of-the–art literature in the Event Knowledge
Management field, the processing of nouns and deverbal nouns is as crucial as
challenging. As it is claimed in Gurevich et al. [10], deverbal nouns, or nominal-
izations, pose serious challenges for general–purpose knowledge–representation
systems. They report that the most common strategy to face with this relevant
problem involves finding ways to create verb–like representations from sentences
which contain deverbal nouns, i.e. strategies to map the arguments of deverbal
nouns to those of the corresponding verbs. In particular, tasks such as Seman-
tic Role Labelling for event nominalizations [22] are very concerned with this
challenge.
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The results shown in this section reveal that, more than within the open–
domain field, the Event Knowledge Management task in the legal domain is
made more challenging by the rather high occurrence of nouns and deverbal
nouns, which should be considered event predicative.

6 Parsing English Legal Texts

The syntactic and lexical analysis of English Legal texts adopted the same cri-
teria applied to the investigation of Italian legal texts. Accordingly, it relies on a
shallow level of syntactic parsing (i.e. chunking), and it is carried out by following
a similar comparative method. As in the case of the linguistic analysis of Italian
legal language, the relative distribution of English legal language characteristics
has been investigated with respect to an English reference corpus. As it will be
described in Section 7, comparing the results obtained by parsing Italian and
English legal texts, the eventual goal is to investigate whether some syntactic
and lexical peculiarities were shared by the Italian and English legal language.

6.1 The NLP Tools

The GENIATagger (Tsuruoka et al. [30]), a NLP component carrying out part–
of–speech tagging and chunking, has been used to perform the English legal texts
analysis. Even though the output of this component is quite similar to CHUG–
IT’s, the output of the two tools differs to some extent. In fact, they mainly
diverge because of different grammatical requirements in the two languages con-
sidered (i.e. Italian and English), as well as differences in linguistic annotation
choices.

The fragment of GENIATagger chunked text, reported in Table 5, shows how
the GENIATagger outputs. In the first column (Word Form) the word is shown
as it appears in the original sentence; the second column lists the lemma of the
word; the part–of–speech tag is in the third column (e.g. NN is the tag used
for nouns, IN is the tag which labels prepositions other than to, etc.). The last
column indicates the chunk type (e.g. NP indicated a nominal chunk, PP is a
prepositional chunk, etc.). It should be noted that chunks are represented in the
IOB2 format; thus, in the Table B stands for BEGIN (of the chunk) and I for
INSIDE (the chunk itself).

In particular, it should be noticed that the output of the GENIATagger and
that of CHUG–IT mostly differ because of their representation of nominal and
prepositional chunks. A prepositional chunk does not contain anything more
than a preposition inside, such as to or as which are at the beginning of the PP
chunk (i.e. B–PP). This annotation strategy is relevant for the English syntactic
features concerning the stranding of prepositions within a sentence. Conversely,
a nominal chunk can be a textual unit of adjacent word tokens, such as cer-
tain exonerating circumstances, which includes an adjective (certain, JJ) at the
beginning (B–NP), an introducing present participle (exonerating, VBG) and a
common noun (circumstances, NNS) as two inner elements (I–NP). Yet, it can
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also be made up of a single word token, such as proof, which includes a common
noun (NN) only, or he, which is made up of a personal pronoun (PRP). However,
it can never include a preposition.

On the contrary, the annotation strategy of CHUG–IT allows segmenting a
sentence differently. As reported in Section 5.1, for example, the prepositional
chunk ad un prodotto, “to a product”, always includes both the preposition a
(“to”) and the noun prodotto (“product”).

Table 5. GENIATagger annotation

Word Form Lemma Part-Of-
Speech

Chunk Type

he he PRP B-NP

proof proof NN B-NP

furnishes furnishes VBZ B-VP

as as IN B-PP

to to TO B-PP

the the DT B-NP

existence existence NN I-NP

of of IN B-PP

certain certain JJ B-NP

exonerating exonerating VBG I-NP

circumstances circumstances NNS I-NP

“. . . he furnishes proof as to the existence of certain exonerating circumstances . . . ”

6.2 The Corpus

For the English legal text analysis, a collection of 18 English European Union Di-
rectives in consumer law has been used. The corpus has been built and exploited
in the DALOS project (Agnoloni et al. [2]). It is made up of the English version
of the Italian corpus in consumer law. This legal corpus has been compared with
a sub–corpus of the Wall Street Journal made up of 1,138,189 words, which was
used as a reference corpus.

6.3 The Comparative Syntactic and Lexical Analysis

Differently from the Italian case, the comparison between the English Legislative
Corpus and the reference corpus (i.e. WSJ Corpus) has concentrated on:

1. the distribution of single chunk types,
2. the linguistic realization of events (i.e. situations) in legal texts.

A more exhaustive syntactic investigation is still ongoing, also including the
analysis which concerns the distribution of sequences of chunk types, compared
to those sequences which contain prepositional chunks.

Distribution of Single Chunk Types. The distribution comparison of chunk
types, between the English Legislative Corpus in consumer law and the
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reference corpus, shows some legal language peculiarities wich have been detected
previously for Italian. As in the Italian legal texts, within the English legal
documents the occurrence of prepositional chunks has been noted to be higher
than in the general language texts (see Table 6). They constitute 27.21% of the
total number of chunk types in the English European Union Directives, against
19.88% in the Wall Street Journal sub–corpus. At the same time, the percentage
of nominal chunks is lower in legal texts (48.16%) than in the reference corpus,
where they represent 51.84% of the identified chunks.

Regarding the distribution of finite verbal chunks, the comparative analysis
shows that they have a quite low percentage of occurrence. In particular, they
represent 9.17% of the total chunk types within the English legislative corpus,
compared to 15.56% in the reference corpus.

Table 6. Comparative distribution of chunk types

Chunk Types English Legislative Corpus WSJ Corpus

Count % Count %

Nominal C 17731 48.16 336635 51.84

Prepositional C 10019 27.21 129131 19.88

Finite verbal C 3378 9.17 101092 15.56

Non finite verbal C 2401 6.52 26673 4.10

Adverbial C 835 2.26 24139 3.71

Adjectival C 823 2.23 11726 1.80

It should be noted that these results are in line with the ones from the analysis
of the corpus of Italian legal texts enacted by the European Community. In fact,
one of the most prominent findings in Section 5.3 was the close relationship
between European Italian legal language and ordinary language. In that case,
it was shown that such relationship is closer than the one between the legal
language used in national and local documents, and ordinary Italian. However,
the rather low frequency of finite verbal chunks found in European English legal
texts suggest that these documents are possibly characterised by a significant
bias towards a nominal realization of events.

Linguistic Realization of Events in Legal Texts. In order to investigate the
hypothesis motivated by the low occurrence of finite verbal chunks in the English
Legislative Corpus, a case study was carried out on a small sample of some
main events. Similar to the Italian case study, the different lexical realizations
of situations depicted in English legal texts and in the English reference corpus
were investigated. The percentual occurrence of each type of morpho–syntactic
realization was computed as the ratio of the noun (or of the verb) occurrence
over all types of realization (i.e. nominal + verbal) of a given event. The results
reported in Table 7 verify the first hypothesis, i.e. a broad bias typical of English
legal documents towards the nominal realization of events.

In fact, in most of the cases reported in Table 7, the event nominal realiza-
tions are percentually more frequent in the legislative corpus than the verbal
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constructions; while an opposite bias has been observed within the WSJ refer-
ence corpus. Interestingly, as previously observed for the Italian case, the same
‘Violate’ event within the English Legislative Corpus is realized in 2.67% of the
total amount of occurrences through the verb ‘to violate’, while the nominal
realization through the noun ‘infringement’ is 97.33% of cases. On the contrary,
within the WSJ Corpus the event occurs more frequently through a verbal con-
struction, i.e. 86.59% of cases, than through a nominal one, i.e. 13.41%.

According to these findings, as has previously been discussed in see Section
5.3, the investigation of the linguistic realization of events in legal texts might
be of great importance for Event Knowledge Management.

Table 7. Comparative morpho–syntactic realization of events

Event type Morpho-syntactic
realization

English Legislative
Corpus

WSJ Corpus

Count % Count %

ENFORCE to enforce 8 14.81 17 26.56

enforcement 46 85.19 47 73.44

VIOLATE to violate 2 2.67 71 86.59

infringement 73 97.33 11 13.41

PROTECT to protect 64 27.35 116 45.14

protection 170 72.65 141 54.86

PROHIBIT to prohibit 10 23.26 40 80.00

prohibition 33 76.74 10 20.00

7 Comparing Italian and English Legal Language
Peculiarities

In order to investigate which syntactic and lexical peculiarities are shared by the
Italian and English legal language, we compare the results obtained in Section
5 and Section 6 with respect to:

1. the distribution of single chunk types,
2. the linguistic realization of events (i.e. situations) in legal texts.

This multilingual comparison takes into account the results obtained by con-
trasting the sub–part of the Environmental Corpus made up of texts enacted
by the European Union and the Italian Consumer Law Corpus with the English
Legislative Corpus. This was made possible by the homogeneous nature of the
three corpora: they are all enacted by the same enacting authority, i.e. the Euro-
pean Union. It follows that this comparison concerns those syntactic and lexical
peculiarities shared by the European legal language used in the two considered
corpora.

Despite the different grammatical requirements in the two languages consid-
ered (i.e. Italian and English) and the different annotation choices of the two
NLP tools exploited (i.e. the GENIATagger and CHUG–IT), the distribution
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of single chunk types between Italian and English European legal texts shows
similarities. Comparing the two European legal languages, some main features
have been revealed as shared, namely:

1. a high occurrence of prepositional chunks,
2. a fairly low presence of finite verbal chunks.

The percentual distribution of these two chunk types within the considered le-
gal corpora with respect to the corresponding distribution within the analysed
reference corpora is significantly similar in the Italian and English cases. Namely:

1. within the European sub–part of the Italian Environmental Corpus, the
prepositional chunks represent 27.61% of the total amount of chunks and
23.03% in the Italian Consumer Law Corpus; on the contrary, this chunk
type coverss 21.99% in the Italian reference corpus;

2. within the European sub–part of the Italian Environmental Corpus, the finite
verbal chunks cover 4.58% of the total amount of chunks and 4.89% in the
Italian Consumer Law Corpus; on the contrary, this chunk type counts for
9.14% in the Italian reference corpus;

3. within the English Legislative Corpus, the prepositional chunks represent
27.21% of the total amount of chunks computed; on the contrary, this chunk
type constitutes 19.88% in the English reference corpus;

4. within the English Legislative Corpus, the finite verbal chunks cover 9.17%
of the total amount of chunks; on the contrary, this chunk type covers 15.56%
in the English reference corpus.

Interestingly enough, it has been shown that both in the Italian case (see Section
5.3) and in the English case (see Section 6.3) the fairly low presence of finite
verbal chunks within legal texts is closely related to a typical linguistic realization
of events. However roughly, this shallow level of syntactic analysis shows a shared
broad bias towards a nominal realization of some main events within Italian and
English European legal texts.

8 Conclusion and Future Directions of Research

The results of an analysis of the main syntactic features of legal language de-
tected within legal corpora have been presented in this article. Such an investi-
gation relies on the output of an NLP component of analysis, which syntactically
parses document collections at a shallow level. This output of chunking compo-
nents has been analysed, and a three–level comparison has ben performed:

1. specialised and ordinary language,
2. different legal languages used by different enacting authorities (i.e. European

Union, Italian state and Piedmont region),
3. two different European legal languages (i.e. Italian and English), assuming

a multilingual perspective.
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Even if quite rudimentary, this first level of syntactic grouping has allowed us to
detect some main characteristics of legal language.

Among others, the quite high occurrence of prepositional chunks and the fairly
low presence of finite verbal chunks have been considered as two of the more
visible syntactic phenomena particular to legal sub–language. Interestingly, these
main syntactic peculiarities observed are shared by the two languages considered
(i.e. Italian and English).

The investigation of the reason why finite verbal chunks occur with a low fre-
quency within legal texts led us to detect a broad bias within both Italian and
English legal corpora towards a nominal realization of events rather than ver-
bal. In the article, it has been pointed out how the outcome of such a linguistic
study can have practical importance for Legal Knowledge Management tasks,
such as Event Knowledge Management. According to the state–of–the–art liter-
ature, the nominal realization of events poses serious challenges for knowledge–
representation systems. Consequently, the rather high occurrence of nominal
realizations within legal corpora might cause difficulties for Event Knowledge
Management in the legal domain. This is in line with the work carried out by
Nakamura and colleagues in [21]. They started from the results obtained during
a phase of investigation of the linguistic realization of events within Japanese
legal texts. In particular, they put the focus on the analysis of typical Japanese
nominalisations (i.e. noun phrases systematically related to the corresponding
verbs) that frequently occur within legal texts. Consequently, the authors relied
on a specific processing of these noun phrase types in order to transform them
into a logical form which expresses an event.

According to the results described in the “Distribution of Sequences of Chunk
Types” Section, the high occurrence of prepositional chunks found in the Italian
Legislative Corpus appears to be related to the bias towards nominal realization
of events within legal texts. In particular, according to the typology of chains of
prepositional chunks, deep sequences of prepositional chunks containing deverbal
nouns were found to be connected with the nominal realization of events. It has
been pointed out how these findings can have practical importance for Event
Knowledge Management.

Moreover, the high frequency of deep sequences of prepositional chunks has
been related with the lack of understability of legal texts. These outcomes sug-
gest how legal texts are difficult to be understood not only by human beings, but
also by computational tools. In particular, deep PP–attachment chains can pose
serious challenges for an NLP syntactic component in charge of a dependency
level of syntactic analysis of Italian legal texts. In particular, the different syn-
tactic aspects of legal corpora analysed when compared to the Italian reference
corpus dramatically suggests the need for a training phase of NLP tools for deep
parsing purposes.
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Abstract. Named entities in text are persons, places, companies, etc.
that are explicitly mentioned in text using proper nouns. The process of
finding named entities in a text and classifying them to a semantic type,
is called named entity recognition. Resolution of named entities is the
process of linking a mention of a name in text to a pre-existing database
entry. This grounds the mention in something analogous to a real world
entity. For example, a mention of a judge named Mary Smith might be
resolved to a database entry for a specific judge of a specific district of
a specific state. This recognition and resolution of named entities can
be leveraged in a number of ways including providing hypertext links
to information stored about a particular judge: their education, who
appointed them, their other case opinions, etc.

This paper discusses named entity recognition and resolution in legal
documents such as US case law, depositions, and pleadings and other trial
documents. The types of entities include judges, attorneys, companies,
jurisdictions, and courts.

We outline three methods for named entity recognition, lookup, con-
text rules, and statistical models. We then describe an actual system for
finding named entities in legal text and evaluate its accuracy. Similarly,
for resolution, we discuss our blocking techniques, our resolution features,
and the supervised and semi-supervised machine learning techniques we
employ for the final matching.

Keywords: Named Entity Recognition, Named Entity Resolution,
Natural Language Processing.

1 Introduction

Names are proper nouns and, in English, are usually capitalized and have other
syntactic characteristics that differentiate them from other types of nouns. For
example, names are often used without a determiner: Thomas wrote in his dissent
that the majority argument ... Semantically, names can be thought to refer to a
single entity in the world. Names play a central role in the information content of
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many types of human language, including legal texts: names are used to identify
parties, attorneys, courts, jurisdictions, statues, judges, etc. involved in a legal
proceedings. Thus, being able to recognize which word sequences are names and
resolve these names to what they refer is useful for many legal text processing
tasks. In this paper we describe methods for named entity (NE) recognition and
resolution in legal texts.

To make this discussion more concrete, consider the text in Figure 1.

SUPREME COURT OF THE UNITED STATES
Syllabus
MICROSOFT CORP. v. AT&T CORP.
CERTIORARI TO THE UNITED STATES COURT OF APPEALS FOR
THE FEDERAL CIRCUIT
No. 051056. Argued February 21, 2007—Decided April 30, 2007
It is the general rule under United States patent law that no infringement
occurs when a patented product is made and sold in another country. There
is an exception. Section 271(f) of the Patent Act, adopted in 1984, pro-
vides that infringement does occur when one “suppl[ies] . . . from the United
States,” for “combination” abroad, a patented invention’s “components.” 35
U. S. C. §271(f)(1). This case concerns the applicability of §271(f) to com-
puter software first sent from the United States to a foreign manufacturer
on a master disk, or by electronic transmission, then copied by the foreign
recipient for installation on computers made and sold abroad. AT&T holds a
patent on a computer used to digitally encode and compress recorded speech.
Microsoft’s Windows operating system has the potential to infringe that
patent because Windows incorporates software code that, when installed,
enables a computer to process speech in the manner claimed by the patent.
Microsoft sells Windows to foreign manufacturers who install the software
onto the computers they sell. Microsoft sends each manufacturer a master
version of Windows, either on a disk or via encrypted electronic transmis-
sion, which the manufacturer uses to generate copies. Those copies, not the
master version sent by Microsoft, are installed on the foreign manufacturer’s
computers. The foreign-made computers are then sold to users abroad.

Fig. 1. Example legal text

Names are used to refer to the companies Microsoft and AT&T, the product
Windows, the location United States, the court Supreme Court of the United
States, and the section of U.S. Code called The Patent Act. Resolving such
entities to particular entries in lists may be straightforward as in the case of the
Supreme Court of the United States or might be more involved as in the AT&T
because of the numerous companies related to AT&T (e.g., AT&T Wireless). The
Patent Act is also ambiguous: there are many different versions of the Patent
Act.

Humans are able to spot such names and disambiguate their references; this
ability is part of understanding a legal text. For machines, recognizing and re-
solving names is an initial step towards making the semantics of the legal text
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explicit and available for further processing. This might include placing ID num-
bers resulting from resolution in search engine indexes. Users can then search for
specific entities instead of words. The user interface would need to provide a way
to specify an ID. One easy way to enable this search is to allow a user to initiate
a search on an entity by clicking on it in a document, e.g., clicking on AT&T
in Figure 1 would start a search for other documents that mention this specific
company. Alternatively, such mentions of names in text could be hyperlinked to
renderings of the corresponding database information. This landing page might
have links out to other documents mentioning the entity. Another use would be
to gather entity-based summary information such as how many cases has Mi-
crosoft been a defendant in this past year or what the law firms were, defending
AT&T in the U.S. first circuit federal court system.

In the remainder of this article we present a number of methods for recognizing
named entities and describe a system based on these methods. We then discuss
the resolution task and again describe an actual system.

2 Named Entity Recognition

We use three methods for NE recognition: lookup, pattern rules, and statistical
models. These methods can also be combined in hybrid systems.

The lookup method consists of creating a list of names of the entities of
interest, such as drug names, and then simply tagging all mentions of elements in
the list as entities of the given type. For example, if Vioxx is in the list of names
and it appears in a document, then mark it as a drug name. Drug names are often
unusual and thus often unambiguous: if they appear in text, then, with a high
degree of certainty, the words refer to the drug. In contrast, a list of judge names
would contain many names that are common in the greater population and thus
not unambiguously judge names. Often such common names can be weeded out
to ensure that the list reaches an acceptable level of ambiguity. For example,
using U.S. government census data, the commonness of names can be estimated.
The advantages of the lookup approach are that it is simple to implement and
maintain, it can make use of preexisting lists, it will find names regardless of
context, and it does not require any training data. The disadvantages are that it
may generate many false positives,1 if the list contains many ambiguous words.

1 A false positive is a situation where the NE recognizer believes that a name exists
but it does not. For example, a lookup tagger might propose that Bush refers to
George W. Bush in My Life in the Bush of Ghosts was recorded in 1981 with Brian
Eno. A false negative is a name that is passed over by the tagger, e.g., perhaps Brian
Eno in the sentence above. True positives are those names that the tagger finds and
true negatives are those non-names that are correctly ignored by the tagger. Two
measures of accuracy can be defined using counts of these classifications. Precision
is the number of true positives divided by the sum of the counts of true and false
positives. Recall is true positives divided by the sum of true positives and false
negatives. Precision measures how often the guessed entities are correct and recall
measures how often the system finds the entities that are actually there.
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It may also make a number of false negatives if the list is not comprehensive
enough. The basic problem is that lookup taggers ignore contextual cues for
names and their types. An example cue would be that person names usually
follow Mr.

Contextual rules encode such cues in deductive rules, e.g., if a capitalized
word sequence follows Mr., tag it as a person name. By looking at development
data, a knowledge engineer can develop a set of such rules that recognizes the
majority of the instances in the data and does not produce many false posi-
tives. The advantages of this approach is that often quite high accuracy can
be obtained. The disadvantages are that the development of such rules requires
manually annotated development data and often a large amount of effort from
experienced rule writers. The development data is required so that the rule writ-
ers have examples to build rules from, examples to test new rules, and examples
to do regression testing against. In addition to having enough manually anno-
tated development data, it is also important for this data to be representative:
ideally it should be a random sample of the data that the system will see at
runtime. Maintenance of such rule sets can be a challenge, since often the rules
have intricate inter-dependencies that are easy to forget and make modifica-
tion risky. Finally, many descriptions of cues involve words such as “usually”
or “sometimes”. Providing some sort of weighting on the rules can encode such
partial aspects. However, how to set these weights optimally is often a difficult
and time consuming task and further complicates maintenance.

Statistical models offer an alternative to contextual rules for encoding con-
textual cues. One way of thinking about such statistical models is as a set cues
that receive weights and whose weights are combined based on probability and
statistical concepts. A knowledge engineer must develop features that correspond
to cues, pick the appropriate statistical model, and train the model using train-
ing data. As with contextual rules, statistical models can achieve high accuracy.
The disadvantages are that the development of such models requires manually
annotated training data and often a large amount of effort from an experienced
machine learning expert. The training data is the same sort of data as the de-
velopment data mentioned above: it needs to be representative of the data that
the model will process at runtime. In our experience, the amount of manually
annotated data required for writing good contextual rules is very similar to the
amount of data needed to train a good statistical model. However, maintenance
can be easier than with contextual rules in that only more hand annotated data
is required to change a model’s behavior.

Each of these three approaches has its place in the toolkit of an engineer trying
to build named entity recognizers for legal text, and we will see examples of each
in the system we describe below. In addition, the methods can be combined in
a number of ways. See [7] for a discussion of how best to combine such systems.
We need to point out that we did not invent the three methods above; in fact,
each has a long history in the named entity recognition literature. There has
been a wealth of work done on named entity recognition in the natural language
processing community but we will not try to review it here nor provide an
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exhaustive bibliography. Instead we will direct the reader to the following review
articles: review of work on newswire text [9], review of work in bio-health domain
[8]. For what concerns legal texts, see [1,3] and [4].

2.1 A Named Entity Recognition System for Legal Text

Legal documents can be classified as captioned/non-captioned. Captioned doc-
uments have extensive header material preceding the body of the document,
which usually includes attorney information, court & jurisdiction, parties (plain-
tiffs and defendants), and document title. Captions may also list the primary
judge of the case and an identification number for the case. There are also litiga-
tion documents without the caption information but we will focus on captioned
documents here. Figure 2 shows a sample captioned document. All named entity
recognition systems described in this section except the judge tagger work with
captioned documents.

Preprocessing. Before a captioned document is processed by the named entity
tagger, we apply the following preprocessing : tokenization, zoning, and line-
blocking.

Tokenization is the process of breaking up text into its constituent tokens.
Our tokenization also involves identifying the line breaks in the text. Court,
judge, and jurisdiction taggers work at the token level and the others use lines
as input.

The zoning task involves identifying the caption portion of the legal document.
Our zoner uses a statistical model (a conditional random field) [10] which was
trained on a manually-tagged training set of around 400 documents. The features
used can be classified into the following categories:

– N-gram features: frequent n-grams occurred around the zone in the training
data,

– Positional features: position of the line in the document like the first quarter,
last quarter, first-tenth etc.,

– Punctuation features: punctuation like dashed lines are good indicators of
the beginning of a new zone.

Line blocking is the process of identifying structural blocks of text in a document.
It groups contiguous lines of the document into meaningful blocks. We developed
a rule-based system based on formatting and case information to identify the
blocks.

Jurisdiction Tagger. Jurisdiction refers to a particular geographic area con-
taining a defined legal authority. Jurisdiction can be Federal, State or even
smaller geographical areas like cities and counties. Jurisdiction is usually tied
to the court. In order to find the jurisdiction, the jurisdiction tagger performs a
longest substring match on the court context. Court context is the 5 line window
surrounding the first line in the document containing the word court.

Court Tagger. Court tagger is a lookup tagger. It extracts different compo-
nents of the court like the jurisdiction, division and circuit from the court context
and looks for a court in the authority database with those constituents.
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was copied

Fig. 2. A captioned legal document

Title Tagger. We used a statistical approach to extract titles from the docu-
ment. A title can span more than one line in the document. So as a predecessor
to the title tagger, we apply line blocking to group adjacent lines into blocks. The
title classifier classifies each block as title or not. Features for the title classifier
include case information, formatting, position, and length. We used a manually
annotated data set of 400 documents to train the classifier.

Doctype Tagger. A legal document can be assigned to a category based on
its contents (its doctype). Some example doctypes are Brief, and Memorandum.
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The doctype is usually a part of the title of the document. Once the title of the
document is found, the doctype tagger performs a longest substring match on
the title to find the doctype from the doctype list.

Judge Tagger. The judge tagger looks for honorifics such as Honorable, Hon.,
Judge in the document and extracts names that follow them as judges. We also
developed a similar attorney tagger. These taggers are prototypical context rule
taggers.

Table 1 lists the precision and recall for all the taggers. The test set includes
600 documents randomly selected from a large collection of legal documents.

Table 1. Precision and Recall of Taggers

Tagger Precision Recall

Jurisdiction 97 87
Court 90 80
Title 84 80
Doctype 85 80
Judge 98 72

2.2 Summary of Named Entity Recognition

In this section, we have introduced the named entity recognition task and de-
scribed three approaches to performing it: lookup, context rules, and statistical
models. We then presented a system that recognizes a number of named entities
types in captioned legal documents. In the next section, we move on to named
entity resolution.

3 Named Entity Resolution

The job of entity resolution is to map the names with class labels to particular
entities in the real world by assigning them to entity records within a class
authority file.

A class authority file is a file in which each record identifies a particular
person or entity in the real world belonging to the class. Examples of authority
files pertinent to the legal domain include files for attorneys, judges, expert
witnesses, companies, law firms, and courts.

As mentioned above resolution enables a number of applications. Thomson
West’s Profiler is an example of an application that allows hyperlinking from
names in text to text pages describing the named entity [1]. In this system, at-
torneys, judges, and expert witnesses in caselaw documents, dockets, pleadings,
and briefs are tagged and linked to the curriculum vitae of particular legal pro-
fessionals. A screen shot showing a caselaw document with attorneys and judges
highlighted is shown in Figure 3.
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Fig. 3. Caselaw document displayed in Westlaw with attorney names highlighted. Users
may jump directly to attorney’s curriculum vitae by clicking on name.

The Profiler application also shows how NE resolution enables indexing of
all references to particular entities within text collections [2]. In Profiler, a user
can find all the cases, briefs, and settlements in which a particular attorney has
been mentioned. An example of the index display for an attorney is shown in
Figure 4.

Fig. 4. Profiler page for attorney Jonathan Feigenbaum. Page shows curriculum vitae of
Mr. Feigenbaum and also lists all cases, briefs, motions, pleadings, and other documents
mentioning Mr. Feigenbaum.

An example of a system that is built upon extracted relationships between
resolved entities is Thomson West’s Litigation Monitor [3]. For the Litigation
Monitor, we extracted and resolved judges, attorneys, and companies in caselaw
documents and dockets throughout the federal and state legal systems. We took
the additional step of linking the company references to their representing at-
torneys. By combining these resolutions, Litigation Monitor can show all the
companies a particular attorney has represented in federal and state court as
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well as all the attorneys a particular company has used for litigation. By com-
bining this information with firm, court, judge, legal topic, time information, and
role information (i.e., is a company the defendant or the plaintiff?), Litigation
Monitor serves as a robust utility that can display litigation trends across mul-
tiple informational axes. Figure 5 shows all the law firms that have represented
the Microsoft Corporation in federal and state court.

Fig. 5. This Litigation Monitor displays the law firms that have represented the Mi-
crosoft Corporation in federal and state courts between the year 2000 and the beginning
of 2005

3.1 Record Linkage Approach to Named Entity Resolution

The mapping to an authority file approach to NE resolution involves a two
step process: information extraction and record linkage. The extraction part
consists of moving a tagged name from a given semantic class and information
co-occurring with the name into a structured record. The record linkage part
involves matching the structured record to a record within an authority file.

The subtasks we need to undertake to build a NE resolution system include
the following.

The first task is to analyze the authority files’ inherent ambiguity. The purpose
of this task is to determine which sets of record attributes uniquely identify a
record in the authority file.
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The second task consists of designing a text structured record that includes
enough fields to, in most cases, enable an unambiguous match to the authority.
A text structured record is a structured record that contains information about
a named entity tagged in text. For example, a text structured record for an
attorney in a caselaw record would include the first, middle and last name of the
attorney taken from the tagged attorney name in text and it might also include
names of cities, states, and law firms that co-occur in the same paragraph with
the attorney name.

The third task involves manually matching a relatively small set of text struc-
tured records to authority file records. This set of record pairs is called the test
match set and is used as a gold standard against which to measure precision and
recall of the NE resolution system. We also use the test set to evaluate record
blocking strategies.

The fourth task is to design a blocking strategy for retrieval of candidate
authority file records to match against a text structured record. We use the test
match set to guide the blocking strategy selection.

The fifth task consists of developing a set of match feature functions to com-
pare candidate authority file record fields to text structured record fields. The
output of these feature functions will be used to create a match feature vector.
The matching classifier accepts as input the match feature vector associated with
an authority-text structured record pair and returns a match belief score. The
match belief score indicates how likely it is that a text structured record and
authority file record pair refer to the same real world entity.

The sixth task involves creating a set of training data by matching a set of
text structured records to authority file records. This step is similar to step 2
except that we need a larger number of training pairs than test pairs, and in
some cases we can create training data automatically using surrogate training
features.

The seventh task is to train a match belief scorer using the training data. The
scorer can be based on a variety of machine learning techniques. In this paper,
we will discuss the use of a support vector machine to train a scorer for matching
attorney names in case law to an attorney authority file.

And the final task is to deploy structured record creation, blocking, feature
function processing, and match belief scoring in a pipe line to resolve text entities
tagged in text to authority file records. We assign entity ids from authority record
to text names to create text hyperlinks and indexes.

In the following sections, we discuss each of these steps and illustrate them
with the example of matching attorney names in caselaw to an authority file
of attorney records. In this application, we tagged the attorney names, cities,
state, and law firm names in 43,936 U.S. federal cases. From the representation
paragraphs in these cases, we extracted text structured records for each attorney
name and matched the attorney names to an authority file of U.S. attorneys. A
representation paragraph is a paragraph in which the attorneys representing the
parties to the case are listed. A representation paragraph is shown in Figure 6.
The text structured record for Mark D. Stubbs is shown in Table 2.
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Mark D. Stubbs, Barnard N. Madsen, Matthew R. Howell, Fillmore Spencer LLC,
Provo, UT, Ashby D. Boyle, II, Fillmore Spencer, Sandy, UT, for Plaintiffs.

Fig. 6. Example of Legal Representation Paragraph

Table 2. Example Text Structured Record

Record Field Label Field Value

first name Mark
middle name D

last name Stubbs
name suffix null

city-state name Provo,UT:Sandy,UT
firm name Fillmore Spencer LLC

3.2 Analyzing Ambiguity of Authority File

The ambiguity of an authority file means the degree to which the entities in the
authority file have overlapping identifying information. For example, if a large
percentage of the attorneys in the attorney authority file have the same first and
last name, then the ambiguity of this file would be high with respect to these
two attributes.

A useful way to assess the ambiguity of a file is to measure the mean number
of records that share the same set of attribute settings for any given record
in the file. A large mean number of records for a particular set of attribute
values means that this set of attributes on its own is not likely to produce good
resolution accuracy. A mean cluster size very close to 1.0 for a set of attributes,
on the other hand, is likely to produce good resolution accuracy (provided the
authority file is fairly well populated).

One can discover viable attribute sets to use for name resolution matching by
measuring the ambiguity of different combinations of attributes.

Table 3 shows an analysis of the ambiguity of different attribute combinations
for attorneys in our attorney file. The attorney authority file lists over one million
U.S. attorneys. The identifying attributes for an attorney include first, middle,
and last name as well as city, state, and firm name.

We can see from Table 3 that on average a given first and last name combina-
tion is associated with 4.02 authority file records. So a record linkage system that
relied only on these fields to make a match would not be very accurate. On the
other hand, combining first and last name with firm, location, or middle name
information would yield accurate results. Note that we would expect record link-
age accuracy to text structured records to be lower than accuracy predicted by
our ambiguity analysis because information in the text structured record may
be incorrect due to extraction errors or may be out of sync with information
in the authority, as when an attorney changes firms or even last names due to
marriage. However, our ambiguity analysis does show what kind of accuracy we
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Table 3. Mean Number of Records Sharing Field Set Attributes in Attorney Authority
File

field sets mean number records

first+last 4.0193
first+last+state 1.2133

first+last+city+state 1.0718
first+last+firm 1.0454

first+last+firm+state 1.0175
first+last+middle 1.000

could expect with perfect extraction and synchronization of data between text
and authority file.

3.3 Designing Text Structured Record

The text structured record is a record whose fields are populated with informa-
tion extracted from text that pertains to a particular tagged named entity. The
fields of the text structured record should align semantically with the fields in the
authority file. The set of fields in the text structured record should encompass
enough information that an unambiguous match can be made to an authority
file record when the text fields are populated. The text structure record typi-
cally will include the name of the tagged entity as well as other co-occurring
information that corresponds to the attributes in the authority file record. Our
analysis of the ambiguity of the authority file can indicate to us which sets of
attributes we should incorporate into our text structure record.

3.4 Developing Test Data

To test an NE resolution system, we need a set of pairs of authority-text struc-
tured records that refer to the same individual (positive instances) and a set of
pairs of authority-text structure records that do not refer to the same individual
(negative instances). We measure the precision of our NE resolution system by
dividing the number of correct positive matches made by the total number of
matches made. We measure recall by dividing the number of correct positive
matches made by the number of positive instances manually identified.

Since the authority file should contain at most one record that truly matches
a named reference in text, we can automatically create many negative test ex-
amples from each positive authority-structured record pair by assuming that all
authority-structured record pairs derived from a retrieved block of candidate
records are negative (i.e. do not co-refer) except the positive (i.e. co-referring)
pair which has been identified.

One method of creating test data is to randomly select structured records
extracted from the text and manually match them to records in the authority
file. Typically, we want to have at least 300 positive test record pairs. For our
example attorney NE resolution system, we created 500 manual matches between
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Table 4. Blocking Efficiency for Three Different Block Keys

block key recall mean block size

last name 1.0 403.2
last name+first init 0.97 7.6

last name+first name 0.95 4.4

attorney names mentioned in our database of U.S. federal cases and attorneys
listed in our attorney authority file.

3.5 Selecting Blocking Functions

The purpose of blocking is to increase the efficiency of an NE resolution system
by limiting the number of authority records to which we must compare the text
structured record in order to find a match. A good blocking function will return
a small mean number of authority records for text structured records under
consideration and will also return with a high probability the authority record
that best matches each text structured record.

We can use our test data to assess different blocking functions. In Table 4, we
show the blocking efficiency of three different blocking keys. To compute these
numbers, we constructed a text structured record from text associated with each
of our 500 test instances. We then counted the number of records returned from
the authority file when we used each of the three lookup keys: last name, last
name+first initial of first name, and last name+first name. We also counted how
often the returned block of authority records contained the matching authority
record that had been manually identified. We computed the mean block size
by dividing the number of records returned for each key by the number of test
instances (i.e., 500). We computed the recall (the probability that block con-
tains matching record) by dividing the number of block sets that contained the
manually identified authority record by the number of test instances.

3.6 Selecting Matching Feature Functions

Match features are functions that compare semantically compatible fields from
the authority file record and the structured record in such a way that the more
closely the argument field values match the higher the feature function value.

The operation of particular feature functions is governed by the semantics
of the fields being compared. Two types of similarity functions merit special
mention because they work well for many field classes. They are the TFIDF
cosine similarity function and the family of string edit distance functions.

The TFIDF cosine similarity function computes the cosine similarity of a
string field in the text structure record and a string field value in the authority
record. The inverse document frequency values for words in the record field are
computed from the field in the authority file. Each record in the authority file
is considered a document and the number of different records in which a word
appears in the string field is used as the word’s occurrence count [5].
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The family of string similarity functions includes among others the Hamming
distance, Levenshtein distance, Smith-Waterman distance, and Jaro-Winkler dis-
tance. Each of these functions measures the distance between strings as a func-
tion of the number of character changes that need to be made to transform one
string into another [5].

For our example NE resolution system, we use the following five similarity
functions to convert an attorney authority file and a text structured record pair
into a feature vector. In our example, we block using last name, so we need no
feature function for last name. In our Profiler system, we do incorporate a last
name feature function and use a blocking function other than simple last name.
For purposes of illustration, however, using last name as the blocking function
works adequately.

First name similarity function. This compares the first name of the attorney
field in the authority file with the first name in the text structured record. The
function returns a value of 1.0 if the names match exactly, a value of 0.8 if the
names match as nick names, a value of 0.8 if one name is only specified by an
initial and matches the first letter of the other name, a value of 0.5 if one or
both of the first names is unspecified, and a value of 0.0 if the names mismatch.

Middle name similarity function. This compares the middle name or initial of
the attorney field in the authority file with the middle name or initial in the
text structured record. This function is essentially the same as the first name
similarity function except it is applied to middle names.

Name suffix similarity function. This feature function compares the name suffix
value (e.g., “Jr.” or “III”) in the authority file record with the name suffix value
in the text structured record. This function returns a 1.0 if both suffixes are
specified and match, a 0.8 if both suffixes are unspecified, a 0.5 if a suffix is
specified in one name and not in the other, and a 0.0 if the suffixes are specified
and mismatch.

City-state similarity function. This feature compares city-state information in
the authority file record with city-state information in the text structured record.
The function returns a 1.0 if both city and state match, a 0.75 if just the state
matches, a 0.5 if city-state information is not specified in one or both records,
and a 0.0 if the states mismatch. Note that we consider all city-state pairs that
co-occur in the same paragraph with the attorney name and use the highest
scoring city-state pair to set our feature function value.

Firm name similarity function. This feature measures the TFIDF cosine simi-
larity between the law firm name specified in the authority file record and law
firm names in the text structured record. Note that we consider all firm names
that co-occur in the same paragraph with the attorney name reference and use
the highest scoring firm name to set our feature function value.

Note that these feature functions are somewhat simpler than the feature set
we use for Profiler. However, these functions work well here to illustrate NE
resolution concepts.
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3.7 Developing Training Data

To train an NE resolution record pair classifier, you need a relatively large set of
authority-text structured record pairs that co-refer (positive data) and a set of
authority-text structure record pairs that do not co-refer (negative data). The
positive and negative training data are used by a machine learning program to
create a model that combines feature function values to yield a match belief score
for a given feature function vector associated with a authority-text structured
record pair.

The amount of training data one needs for a NE resolution system varies
according to the nature of names, text, and authority file associated with the
system. Our experience has been that a few thousand positive and negative
record pairs works fairly well.

Training data can be created manually or in some cases automatically. To
create training data manually, we follow the same procedure we used to create
test data. To create training data automatically, we pick one or two feature
fields that under certain conditions can be used to very probably identify a
positive match in a candidate record block. We call the feature fields that can
automatically identify positive matches surrogate features. Note that negative
training data can be generated for NE resolution automatically from positive
training instances in the same way they were generated for the test data.

The surrogate feature method of automatically creating positive training data
works well if there are non-surrogate features that are independent of the sur-
rogate features and that are robust enough to identify matching records within
the candidate authority record block. The attraction of using surrogate features
is that we do not have to incur the cost of manually creating training data.
The drawback of using surrogate features is that, once we have used them to
identify positive matches, we cannot reuse them as match features in our scoring
program.

For our example NE resolution system, we created 5,000 manually matched
positive training examples.

We also created 70,000 positive instances automatically in our caselaw corpus
by using rare first and last name combinations as a surrogate feature. We selected
rare names by identifying first and last name pairs in census data that occur
fewer than 50 times in the general U.S. population and only once in the attorney
authority file. Any attorney file and text file record pairs that have a matching
rare first-last name combination are considered positive matches.

3.8 Using Support Vector Machine to Learn Matching Function

A good method of linking structured records to authority records is to use a
Support Vector Machine (SVM) classifier that measures the likelihood that a
particular structured record and authority record refer to the same entity. An
advantage of the SVM is that it can learn non-linear functions of feature values
relatively easily.
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Table 5. Precision, Recall and F-measure of the NE resolution system using manual
and surrogate training data to train SVM matching function

Training data Precision Recall F-measure

Manual 0.96 0.95 0.95
Surrogate 0.96 0.89 0.92

To create an NE resolution system using an SVM, we provide the SVM with
positive and negative training instances to obtain a model of support vectors
with which to score feature function vectors. The higher the score the model
returns for a feature function the higher the likelihood that the authority file
record and text structured record pair refer to the same person.

For our NE resolution example system, we created one matching model from
the manual training data and one model from the automatic training data.

3.9 Assembling and Testing the NE Resolution Pipeline

We createt an NE resolution system by assembling our text structured record
generator, blocking function, feature vector generator, and feature vector scorer
into a pipeline that will find a matching authority record for a given text name
reference. The pipeline functions as follows for a given text reference:

1. Create a text structured record for a text name reference.
2. Create blocking key from the structured record. This value in our tests was

the last name of the attorney name tagged in text.
3. Retrieve all records from the authority file that match the blocking key.

These are the authority candidate records.
4. Pair each authority candidate record with the current text structure record

and compute a feature function vector.
5. Score each feature function vector with the trained SVM.
6. Choose the authority file record associated with the highest scoring feature

vector as the best match to the text structure record.
7. If the highest scoring feature vector exceeds a minimum threshold, assign

the entity id associated with the matching authority file record to the text ref-
erence associated with the text structure record.

We measured how well the SVM approach works using manual and automat-
ically acquired training data for the attorney names in case law. Our results are
shown in Table 5.

The f-measure using our surrogate training approach was only three percent-
age points below our manual training approach. The difference was the six per-
centage point drop in recall. We suspect this drop was due to the fact that some
matching attorneys instances involved first names expressed as nick names or
initials and our surrogate training examples excluded these types of matches.

Overall however the surrogate approach using rare names was fairly effective.
We have discussed using rare names for surrogate training more fully in [6].
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4 Conclusion

One aspect of semantic processing of legal texts is figuring out what people,
courts, companies, law firms, etc. are mentioned in a text. This processing can
be broken into two parts: (i) recognizing names of certain types and (ii) resolving
these names to specific individuals in the world. We have outlined both of these
tasks and presented systems for performing them in the legal domain.
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Abstract. Information extraction from legal documents is an important
and open problem. A mixed approach, using linguistic information and
machine learning techniques, is described in this paper. In this approach,
top-level legal concepts are identified and used for document classifica-
tion using Support Vector Machines. Named entities, such as, locations,
organizations, dates, and document references, are identified using se-
mantic information from the output of a natural language parser. This
information, legal concepts and named entities, may be used to popu-
late a simple ontology, allowing the enrichment of documents and the
creation of high-level legal information retrieval systems.

The proposed methodology was applied to a corpus of legal documents
- from the EUR-Lex site – and it was evaluated. The obtained results
were quite good and indicate this may be a promising approach to the
legal information extraction problem.

Keywords: Named Entity Recognition, Natural Language Processing,
Machine Learning.

1 Introduction

Information extraction from text documents is an important and quite open
problem, which is increasing its relevance with the exponential growth of the
“web”. Every day new documents are made available online and there is a need
to automatically identify and extract their relevant information.

Although this is a general domain problem, it has a special relevance in the
legal domain. For instance, it is crucial to be able to automatically extract infor-
mation from documents describing legal cases and to be able to answer queries
and to find similar cases.

Many researchers have been working in this domain in the last years, and a
good overview is done in Stranieri and Zeleznikow’s book “Knowledge Discov-
ery from Legal Databases” [1]. Proposed approaches vary from machine learn-
ing techniques, applied to the text mining task, to the use of natural language
processing tools.

E. Francesconi et al. (Eds.): Semantic Processing of Legal Texts, LNAI 6036, pp. 44–59, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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We propose a mixed approach, using linguistic information and machine learn-
ing techniques. In this approach, top-level legal concepts are identified and used
for document classification using a well known machine learning technique –
Support Vector Machines. On the other hand, named entities, such as, loca-
tions, organizations, dates, and document references, are identified using seman-
tic information from the output of a natural language parser. The extracted
information – legal concepts and named entities – may be used to populate a
simple ontology, allowing the enrichment of documents and the creation of high-
level legal information retrieval systems. These legal information systems will
have the capacity to retrieve legal documents based on the concepts they convey
or the entities referred in the texts.

The proposed methodology was applied to a corpus of legal documents from
the EUR-Lex site1 within the “International Agreements” sections and belong-
ing to the “External Relations” subject. The obtained results were quite good
and they indicate this may be a promising approach to the legal information
extraction problem.

The paper is organised as follows: section 2 describes the main concepts and
tools used in our approach – SVM for text classification and a syntactic/semantic
parser for named entities recognition – and the document collection used to
evaluate the proposal; section 3 describes the experimental setup for the iden-
tification of legal concepts task and evaluates the obtained results; section 4
describes the named entity recognition task and its results; section 5 briefly de-
scribes some related work; and, finally, section 6 presents some conclusions and
points out possible future work.

2 Concepts and Tools

This section introduces the concepts and tools employed in this work: the ma-
chine learning text classification approach used to automatically identify legal
concepts and the appliance of linguistic information for named entity recogni-
tion. It concludes by presenting the exploited juridic dataset.

2.1 Text Classification

The learning problem can be described as finding a general rule that explains
data, given a sample of limited size. In supervised learning, we have a sample of
input-output pairs (the training sample) and the task is to find a deterministic
function that maps any input to an output such that the disagreement with
future input-output observations is minimised. If the output space has no struc-
ture except whether two elements are equal or not, we have a classification task.
Each element of the output space is called a class. The supervised classification
task of natural language texts is known as text classification.

In text classification, documents must be pre-processed to obtain a more struc-
tured representation to be fed to the learning algorithm. The most common
1 http://eur-lex.europa.eu/en/index.htm
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approach is to use a bag-of-words representation, where each document is repre-
sented by the words it contains, with their order and punctuation being ignored.
Normally, words are weighted by some measure of word’s frequency in the docu-
ment and, possibly, the corpus. Figure 1 shows the bag-of-words representation
for the sentence “The provisions of the Agreement shall be applied to goods
exported from South Africa to one of the new Member States.”.

Fig. 1. Bag-of-words representation

In most cases, a subset of words (stop-words) is not considered, because their
role is related to the structural organisation of the sentences, and does not have
discriminating power over different classes. Some work reduces semantically re-
lated terms to the same root applying a lemmatiser.

Research interest in this field has been growing in the last years. Several
machine learning algorithms were applied, such as decision trees [2], linear dis-
criminant analisys and logistic regression [3], the näıve Bayes algorithm [4] and
Support Vector Machines (SVM)[5].

[6] says that using SVMs to learn text classifiers is the first approach that is
computationally efficient and performs well and robustly in practice. There is
also a justified learning theory that describes its mechanics with respect to text
classification.

Support Vector Machines. Support Vector Machines, a learning algorithm
introduced by Vapnik and coworkers [7], was motivated by theoretical results
from the statistical learning theory. It joins a kernel technique with the structural
risk minimisation framework.

Kernel techniques comprise two parts: a module that performs a mapping from
the original data space into a suitable feature space and a learning algorithm
designed to discover linear patterns in the (new) feature space. These stages are
illustrated in Figure 2.

The kernel function, that implicitly performs the mapping, depends on the
specific data type and domain knowledge of the particular data source.

The learning algorithm is general purpose and robust. It’s also efficient, since
the amount of computational resources required is polynomial with the size and
number of data items, even when the dimension of the embedding space (the
feature space) grows exponentially [8].
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Fig. 2. Kernel function: data’s nonlinear pattern transformed into linear feature space

Four key aspects of the approach can be highlighted as follows:

– Data items are embedded into a vector space called the feature space.
– Linear relations are discovered among the images of the data items in the

feature space.
– The algorithm is implemented in a way that the coordinates of the embedded

points are not needed; only their pairwise inner products.
– The pairwise inner products can be computed efficiently directly from the

original data using the kernel function.

The structural risk minimisation (SRM) framework creates a model with a min-
imised VC (Vapnik-Chervonenkis) dimension. This developed theory [9] shows
that when the VC dimension of a model is low, the expected probability of
error is low as well, which means good performance on unseen data (good
generalisation).

In geometric terms, it can be seen as a search to find, between all decision sur-
faces (the T -dimension surfaces that separate positive from negative examples)
the one with maximum margin, that is, the one having a separating property
that is invariant to the most wide translation of the surface. This property can
be enlighten by Figure 3 that shows a 2-dimensional problem.

SVM can also be derived in the framework of the regularisation theory in-
stead of the SRM one. The idea of regularisation, introduced by [10] for solving
inverse problems, is a technique to restrict the (commonly) large original space
of solutions into compact subsets.

Classification Software. SVMlight [11] is a Vapnik’s Support Vector Ma-
chine [12] implementation in C2. It is a fast optimization algorithm [6] that
has the following features:

2 Available at http://svmlight.joachims.org/
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Fig. 3. Maximum margin: the induction of vector support classifiers

– solves classification, regression and ranking problems [13]
– handles many thousands of support vectors
– handles several hundred-thousands of training examples
– supports standard kernel functions and lets the user define your own

SVMlight can also train SVMs with cost models [14] and provides methods for
assessing the generalization performance efficiently, the XiAlpha-estimates for
error rate and precision/recall [15,6].

This tool has been used on a large range of problems, including text clas-
sification [16,5], image recognition tasks, bioinformatics and medical applica-
tions. Many of these tasks have the property of sparse instance vectors and
using a sparse vector representation, it leads to a very compact and efficient
representation.

2.2 Named Entity Extraction

A named entity extractor locates in text the names of people, places, organiza-
tions, products, dates, dimensions and currency. This information is needed to
complete the final step in formation extraction of populating the attributes of a
template. It is also useful to locate sentences that contain particular entities to
answer questions.

To address this task machine learning techniques such as decision trees [17],
Hidden Markov Models [18] and rule based methods [19] have been applied. In
this work, instead of using a statistical approach, we will use a linguistic one.

Linguistic Information. The written language has a specific structure and
comprehends several information levels. The most simple ones are the morpho-
logical and syntactic ones.

Morphological information includes a word’s stem and its morphological fea-
tures, like grammatical class and inflectional information. While some natural
language processing tasks use a word’s stem, others use its lemma.
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Most syntactic language representations are based on the context-free gram-
mar (CFG) formalism introduced by [20] and, independently, by [21]: given a
sentence, it generates the corresponding syntactic structure. It is usually rep-
resented by a tree structure, known as sentence’s parse tree, that contains its
constituent structure (such as noun and verb phrases) and the grammatical
class of the words.

Syntactic Parser Tool. Documents’ syntactic structure was obtained using
the PALAVRAS [22] parser for the English language. This tool was developed in
the context of the VISL project by the Institute of Language and Communication
of the University of Southern Denmark3.

Given a sentence, the output is a parse tree enriched with some semantic tags.
This parser is robust enough to always give an output even for incomplete or
incorrect sentences, which might be the case for the type of documents used in
text classification, and has a comparatively low percentage of errors (less than
1% for word class and 3-4% for surface syntax) [23].

For example, the output generated for the sentence “The provisions of the
Agreement shall be applied to goods exported from South Africa to one of the
new Member States.” is

STA:fcl
=SUBJ:np
==>N:art("the" S/P) The
==H:n("provision" <act> <sem-c> <ss> <nhead> <left> P NOM) provisions
==N<:pp
===H:prp("of" <np-close>) of
===P<:np
====>N:art("the" S/P) the
====H:n("agreement" <sem-c> <act-s> <ss> <ac-cat> <nhead> S NOM) Agreement
=P:vp
==VAUX:v-fin("shall" <aux> PR) shall
==VAUX:v-inf("be" <aux>) be
==MV:v-pcp2("apply" <mv> PAS) applied
=PIV:pp
==H:prp("to" <right>) to
==P<:np
===H:n("goods" <cc-h> <nhead> P NOM) goods
===N<:icl
====P:v-pcp2("export" <mv> <np-close> PAS) exported
====ADVL:par
=====CJT:pp
======H:prp("from" <cjt-head> <advl-close> <right>) from
======P<:n("South_Africa" <complex> <nhead> <Proper> <Lcountry> S NOM) South_Africa
====P<<:pp
=====H:prp("to") to
=====P<:adjp
======H:num("one" <card> S) one
======N<:pp
=======H:prp("of" <np-close>) of
=======P<:np
========>N:art("the" S/P) the
========>N:adj("new" POS) new
========H:n("member_States" <complex> <nhead> <Proper> <heur> S NOM) Member_States
.

3 Available at http://www.visl.sdu.dk/
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2.3 Dataset Description

We performed the experiments over an set of European Union law documents.
These documents were obtained from the EUR-Lex site4 within the “Inter-
national Agreements” section, belonging to the “External Relations” subject
matter.

From all available agreements we chose the ones that had their full text (not
just the bibliographic notice) and obtained a set of 2714 agreements dating
from 1953 to 2008. Since the agreements are available in several languages we
collected them for two anglo-saxon languages (English and German) and for
two romanic ones (Italian and Portuguese), obtaining four different corpora:
eurlex-EN, eurlex-DE, eurlex-IT and eurlex-PT.

Table 1 presents, for each corpus, the total number and average per document
of tokens (running words) and types (unique words).

Table 1. Total number and average per document of tokens and types for each corpus

tokens types

corpus total per doc total per doc

eurlex-EN 10699234 3942 73091 570
eurlex-DE 10145702 3728 133191 688
eurlex-IT 10665455 3929 96029 636
eurlex-PT 9731861 3585 86086 567

Each eurlex document is classified according to several ontologies: one ob-
tained using the “EUROVOC descriptor”, other using the “Directory code” and
another using the “Subject matter”. In all available classifications each document
can be assigned to several categories. This setting is known as “multi-label”.

The identification of legal concepts was accomplished using the first level of
the “Directory code” classification, considering only the categories with at least
50 documents. Table 2 shows each category (id and name) along with the number
of documents assigned to it.

Table 2. Number of documents assigned to each category

id name # of docs

2 Customs Union and free movement of goods 209
3 Agriculture 390
4 Fisheries 361
7 Transport policy 81
11 External relations 2628
12 Energy 58
13 Industrial policy and internal market 55
15 Environment, consumers and health protection 138
16 Science, information, education and culture 99

4 Available at http://eur-lex.europa.eu/en/index.htm



Entities’ Identification from Juridical Documents 51

3 Legal Concepts Identification

This section introduces the experimental setup and presents and evaluates the
results obtained for the legal concepts identification task.

3.1 Experimental Setup

The experiments were done using a bag-of-words representation of documents,
the SVM algorithm was run using SVMlight with a linear kernel and other de-
fault parameters and the model was evaluated using a 10-fold stratified cross-
validation procedure.

Document Representation. To represent each document we used the bag-
of-words approach, mapping all numbers to the same token and using the tf-idf
weighting function normalised to unit length. This well known measure weights
word wi in document d as

tf-idf(wi, d) = tf(wi, d) ln
N

df(wi)

where tf(wi, d) is the wi word frequency in document d, df(wi) is the number
of documents where word wi appears and N is the number of documents in the
collection.

Stratified Cross-validation. The cross-validation (CV) is a model evaluation
method where the original dataset is divided into k subsets (in this work, k =
10), each one with (approximately) the same distribution of examples between
categories as the original dataset (stratified CV). Then, one of the k subsets is
used as the test set and the other k-1 subsets are put together to form a training
set; a model is built from the training set and then applied to the test set. This
procedure is repeated k times (one for each subset). Every data point gets to
be in a test set exactly once, and gets to be in a training set k − 1 times. The
variance of the resulting estimate is reduced as k is increased.

Performance Measures. To measure learner’s performance we analysed pre-
cision, recall and the F1 measures [24] of the positive class. These measures are
obtained from the contingency table of the classification (prediction vs. man-
ual classification). For each performance measure we calculated the micro- and
macro-averaging values of the top ten categories.

Precision is the number of correctly classified documents (true positives) di-
vided by the number of documents classified into the class (true positives plus
false positives).

Recall is given by the number of correctly classified documents (true positive)
divided by the number of documents belonging to the class (true positives plus
false negatives).
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F1 is the weighted harmonic mean of precision and recall and belongs to a class
of functions used in information retrieval, the Fβ -measure. Fβ can be written
as follows

Fβ(h) =
(1 + β2)prec(h)rec(h)
β2prec(h) + rec(h)

Macro-averaging corresponds to the standard way of computing an average: the
performance is computed separately for each category and the average is the
arithmetic mean over the ten categories.

Micro-averaging does not average the resulting performance measure, but
instead averages the contingency tables of the various categories. For each cell
of the table, the arithmetic mean is computed and the performance is computed
from this averaged contingency table.

All significance tests were done regarding a 95% confidence level.

3.2 Results

While Figure 4 shows the micro- and macro-average precision, recall and F1

graphically, Table 3 shows those measures for each category. For each measure,
micro- and macro-average boldface values have no significant difference between
them and the best value obtained.

Fig. 4. Micro- and macro-average values

3.3 Evaluation

As can be seen in Figure 4, the precision values are good and the same for all
studied languages (there’s no significant difference between them): the micro-
precision is above 0.95 while the macro one is above 0.90.

Having smaller values, the recall measure does not present the same behaviour:
the best micro and macro-recall is for the English corpus, with .919 and .721
respectively, but while for the micro measure there is no significant difference
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Table 3. Precision, recall and F1 values for each category

eurlex-EN eurlex-DE eurlex-IT eurlex-PT

id prec rec F1 prec rec F1 prec rec F1 prec rec F1

2 .907 .651 .758 .952 .665 .783 .903 .579 .706 .929 .565 .702
3 .914 .818 .863 .926 .805 .861 .939 .705 .805 .942 .503 .656
4 .955 .934 .944 .965 .906 .934 .979 .914 .946 .971 .823 .891
7 .821 .568 .672 .846 .543 .662 .792 .519 .627 .813 .481 .605
11 .973 .998 .985 .973 .997 .985 .973 .998 .985 .973 .997 .985
12 .949 .638 .763 .872 .707 .781 .886 .672 .765 .921 .603 .729
13 .913 .382 .538 .895 .309 .459 .889 .291 .438 .944 .309 .466
15 .901 .725 .803 .918 .732 .815 .909 .725 .806 .902 .732 .808
16 .837 .778 .806 .868 .798 .832 .899 .717 .798 .941 .646 .766

micro .955 .919 .937 .960 .916 .937 .961 .900 .929 .964 .868 .913
macro .908 .721 .792 .913 .718 .790 .908 .680 .764 .926 .629 .734

for the German and Italian languages, for the macro one only the anglo-saxon
languages present the best values.

Considering the individual category results, it is possible to conclude that the
precision is always above recall for all languages and categories and as expected
(since documents where retrieved having the “External relations” subject mat-
ter), the “External relations” category (id 11) have the best precision and recall
with values almost equal to one in all languages. The “Fisheries” (id 4) also have
very good values all above .9 (except the recall for the Portuguese corpus).

On the other way, there are some categories with small recall:

– while “Industrial policy and internal market” (id 13) has the worst ones,
with values between .309 for the Portuguese corpus and .382 for the English
one,

– “Transport policy” (id 7) has values between .481 for the Portuguese corpus
and .568 for the English one and

– “Customs Union and free movement of goods” (id 2) and “Energy” (id 12)
have values between .565 (“Customs” category for the Portuguese language)
and .707 (“Energy” category for the German corpus).

Comparing results between languages, the English and German corpus present the
best and very similar results, with the Portuguese one presenting the worst ones.

4 Named Entity Recognition

This section presents the experiments done for Named Entity Recognition. It
begins by describing the experimental setup, then the results are presented and
an evaluation is made.

4.1 Experimental Setup

The experiments were done using the eurlex-EN corpus (the collection for the
English language). The following categories of Named Entities were studied:
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– location names
– organization names
– dates
– references to documents and document articles

We did not try to extract personal names since after analysing the corpus we
found almost no references to them.

For the extraction of location names and organization names we used the
following subset of the semantic tags given by the parser PALAVRAS (see
section 2.2):

– <Lwater>, <Ltown>, <Lregion> and <Lcountry> for location names
– <HHorg> and <comp2> for organization names

For the identification of dates we used a simple NLP tool, which received as
input the sentences parse tree and performed a tree match procedure able to
identify dates. References to other article and documents were also identified
from the analysis of the parse trees.

After obtaining the candidate Named Entities, and since the corpus was not
tagged, a manual evaluation was made for each category. For location names we
made the analysis using the categorization given by PALAVRAS: “water” names
(oceans, seas, rivers, etc. . . ), towns, regions and countries.

4.2 Results

Table 4 shows for each kind of extracted named entities, the number of docu-
ments and for tokens (running words) and types (unique words) the total number
and the minimum, maximum and average per document.

It is important to point out that we didn’t obtain the number of unique
references because we only identified and extracted the references inside the
documents and we didn’t try to consolidate the results. In order to be able to
calculate this value we will need further text processing and it will be the focus
of future work.

Table 4. Number of documents and for tokens (running words) and types (unique
words) the total number and the minimum, maximum and average per document (for
each kind of named entity)

tokens types

category docs total min max avg total min max avg

water 180 964 1 206 5.36 56 1 20 1.81
town 1820 11981 1 2001 6.58 307 1 54 2.32
region 1075 19438 1 456 18.08 220 1 46 2.77
country 2142 63979 1 621 29.87 521 1 97 4.72

organization 2281 56571 1 568 24.80 70 1 19 2.98

date 2714 19994 1 – 7.36 3521 1 – 1.29
reference 2714 76091 0 – 28.03 – – – –
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Table 5 presents the error percentage for each kind of named entity studied.

Table 5. Error percentage for each kind of named entity

category error

water 12.5%
town 13.7%
region 18.2%
country 28.2%

organization 67.1%

date 0.1%
reference 65%

4.3 Evaluation

From table 4 we can state that these documents have a high number of references
to other documents and articles (76091 references found and a 28% average
per document). They also have high values of references to organizations and
countries (56571 and 63979, respectively). These values are compatible with the
type of analysed documents: legislation from the European Union. They also help
to support our claim that this kind of information extraction is very important
and it would allow the inference of important relations, such as, the chain of
legislation references.

19994 date references were also identified, related to 3521 distinct events. This
information can also be used as a basis for an analysis of relevant events in this
legislation domain.

The performed evaluation focused on the precision of the information extrac-
tion modules and the results were shown in table 5. There are 3 classes of results:
– dates – The precision was quite good (error rate of 0.1%). This precision

value was obtained because the legal documents have a quite standard way
of presenting dates and a simple NLP tool was able to identify and extract
the dates;

– location – Precision between 80 and 90%. These results depend heavily on
the quality of the semantic tag classifier of the parser. We observed typical
classes of errors and a simple upgrade of the parser’s geographical informa-
tion should significantly improve these results;

– organization and references – Precision around 35%. This quite low value
has distinct explanations:
• organization – the problem is caused by the semantic tag classifier of the

parser. From a preliminary analysis it seems that all entities unknown to
the system are classified as “organization”. Only a change in the parser
will allow an improvement of this result. Another approach might be to
develop a special SVM classifier for this kind of entities.

• reference – The high error rate value is explained by the complex syn-
tactic structure used in the documents to make references to articles of
other legislation. A deeper analysis of the syntactic sentence structure is
needed to improve the quality of this sub-task.
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5 Related Work

As referred in section 1 much work has been done in this domain in the last
years. A good overview is done in the Stranieri and Zeleznikow’s book “Knowl-
edge Discovery from Legal Databases” [1]. In this book several approaches to the
legal information extraction problem are described, varying from machine learn-
ing techniques to natural language processing methodologies. A more general
but relevant reference in the information extraction domain is the “Information
Extraction” paper of J. Cowie and W. Lehnert [25].

In the legal domain some of the related work is:

– [26] used decision trees to extract rules to estimate the number of days until
the final case disposition;

– [27] developed rule based and neural networks legal systems;
– [28] used neural networks to model legal classifiers;
– [29,30] used SVM to classify juridical Portuguese documents;
– [31] proposed a framework for the automatic categorisation of case laws;
– [32,33] described the use of self-organising maps (SOM) to obtain clusters of

legal documents in an information retrieval environment and explored the
problem of text classification in the context of the European law;

– [34] described classification and clustering approaches to case-based criminal
summaries;

– [35,36,37] described also related work using linear classifiers for documents;
– [38] integrated information extraction, information retrieval and machine

learning techniques in order to design a case-based retrieval system able to
find prior relevant cases. They used SVMs to rank prior case candidates.

6 Conclusions and Future Work

A proposal to identify and extract concepts and named entities in legal doc-
uments was presented and evaluated. The proposed methodology uses a SVM
classifier to associate concepts to legal documents and a natural language parser
to identify named entities, namely, locations, organizations, dates, and references
to other articles and documents.

The concept classification task obtained an precision higher than 0.95 for the
four languages selected in this experience (English, German, Italian, and Por-
tuguese). Worst results were obtained for the romanic languages, which is com-
patible with previous research and is probably due to the use of more complex
syntactic structures and richer morphology.

The named entities task obtained very good results for the identification of
dates, an average result for locations (10-20% average error rate) and bad results
for the identification of organizations and references to other articles and legisla-
tion. Extraction of locations can improve with the use of geographical databases
and with the availability of this information to the parser – this will be the focus
of future work. The identification of references to other articles and legislation
needs a deeper analysis of the parse trees: from our error analysis we were able to
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conclude that further work needs to be done in order to fully understand these
syntactic structures.

Finally, we will improve our legal information retrieval system [39,40] to take
into account the extracted information and to allow users to retrieve documents
based on semantic information and not on surface-level words.
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Abstract. This paper describes recent approaches using text-mining to automat-
ically profile and extract arguments from legal cases. We outline some of the
background context and motivations. We then turn to consider issues related to the
construction and composition of corpora of legal cases. We show how a Context-
Free Grammar can be used to extract arguments, and how ontologies and Natural
Language Processing can identify complex information such as case factors and
participant roles. Together the results bring us closer to automatic identification
of legal arguments.
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1 Introduction

In countries with legal systems using common law, such as the United States and the
United Kingdom, case law plays a critical role in legal reasoning and decision-making.
Case law is that corpus of decisions on cases which judges have made; we refer to this
corpus as the case base and the previous decisions as the precedents. Given a current
case, a lawyer consults the case base and identifies precedents that support their side
in the legal dispute and undermine the other. The lawyer presents the precedents as,
in effect, analogical arguments: the precedents are related to the current case in certain
respects, and as the precedent was decided, so too should the current case. However, the
cases are expressed in natural language, consider highly complex matters that are under
dispute, relate to laws which justify the decision, and have complex inter-relationships
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such as when one case decision overturns a prior case decision. Legal professionals
must undergo very extensive training in navigating the case base, interpreting the re-
sults, and applying the results successfully to their current case. Adding to this com-
plexity, the case base is comprised of a large number of cases and grows every year1.
Thus, the legal professional faces the difficult task of retrieving and interpreting infor-
mation from the case base.

Historically, legal professionals have a variety of tools they have been able to use to
manage and search the case base in order to identify the relevant cases and material (e.g.
compilations of decided cases as well as Shepard’s Citations, which indexes cases with
respect to applicable precedents). More recently, with electronic documentation and
automated techniques, legal professionals can search the case base quickly and with
respect to a range of parameters. Large companies such as Lexis-Nexis and Westlaw
provide legal information along with access to legal case bases to legal professionals.
As we discuss below, the information allows legal professionals to search through the
case base relative to a set of terms and quickly returns a set of candidate cases for the
legal professional to consider. However, while there are tools to refine the search, by
and large, the results returned are fairly coarse-grained; it is up to the legal professional
to read the case abstract or the body of the case itself to determine if it suits the case at
hand.

Automated text mining tools that can perform information extraction on the case
base have a range of advantages. Using such tools, detailed properties and relationships
within and among cases can be identified. Searches can be carried out and information
can be made available to legal researchers on new cases automatically as they are added
to the case base. The goal of information extraction is to automatically extract struc-
tured information from unstructured machine-readable texts. The information is struc-
tured in that it identifies semantic properties or relationships in the texts. For example,
suppose we want to identify the set of lawyers who have never lost a case in a certain
domain (e.g. real estate) along with the set of cases the lawyers used to argue their
side. Information extraction is more specific than information retrieval, which identifies
documents, rather than lists of lawyers or relationships between lawyers and successful
cases. For example, search engines such as Google identify sources using keywords and
return sets of links in which the keywords are found, but not the relationships among the
keywords.

The paper has several objectives. First, it is of significant research interest to auto-
matically identify legal arguments, properties, and relationships as found in legal cases.
Second, the research here can be viewed as a contribution to the development of tools
which support legal professionals in their activities such as identifying relevant cases in
the case base. Finally, the research can help us better understand the meaning of the law
and the functioning of the legal system by, in effect, a bottom-up investigation starting
from case law, which is the foundation of the common law system.

1 See searchable databases available on website of the World Legal Information Institute
(WorldLii) with links to databases of legal decisions of countries such as the USA:
http://www.worldlii.org/
Also see the databases of US law at the Legal Information Institute of the Cornell Law School:
http://www.law.cornell.edu/



62 A. Wyner et al.

The paper is structured as follows. In section 2, we outline the relevant background
and scope of our work such as the range of approaches to argumentation and previous
related work. In section 3, we discuss issues about the development of a corpus of
legal arguments as it appears in recent research. A variety of approaches have been
taken, and we indicate some of the advantages and disadvantages of each. Section 4
presents current results of three approaches to information extraction in legal cases. In
4.1, the focus is on parsing arguments into an argument interchange format as well as to
try to automatically identify argument sentences from non-argument sentences. In 4.2,
the emphasis is identifying argument characteristics from a set of legal documents and
providing a context-free grammar. In 4.3, a range of semantically relevant elements are
extracted from a case base which include those indexed by commerical services, but also
novel complex information such as case factors. Together the approaches provide highly
related aspects of the automatic identification of legal arguments wherein participants
argue about issues such as case factors. In 5, we discuss the relation of this work with
that of others as well as provide indications of the direction of future work. We use
the terms “argumentation” and “argument”, where argumentation is about the abstract
theory and argument relates to particular instances that may be chained together; for
example, we have theories of argumentation, while if Bill is unhappy, then he should
leave the party. If Bill leaves the party, then he should take his dog with him is a chain
of arguments (see [1] for related discussion).

2 Background

In this section, we outline the range of approaches to argumentation in order to set the
context of our work. In addition, we refer to some key prior work in the area of legal
text mining.

2.1 Argumentation Theory and Analysis

Research in argumentation is interdisciplinary, relating discussions found in Philoso-
phy, Linguistics, and Computer Science. Empirically oriented approaches attend to spe-
cific, linguistically realised argument structures, properties, or elements of legal texts
([2], [3], [4], [5], [6], and [7]). Given analyses of argument patterns, arguments can be
graphically represented as trees, where premises branch off of conclusions [8]. XML
markup languages have been developed for argumentation such that an argument, once
marked up, can be searched for or used for reasoning [9]. While the results of some of
this work can be used for information extraction, it is not produced automatically and
is not suitable for working with large corpora.

In computational models of argumentation, the abstract structures of and reasoning
with arguments are proposed. In Argumentation Frameworks, arguments are abstract
and atomic objects in attack relations ([10], [11], [12], [13], and [14]). Argumentation
Frameworks account for a range of issues in non-monotonic reasoning [15]; they can be
extended to accommodate more fine-grained elements of relations between arguments
such as different modes of attack ([14], [1], and [16]). Such approaches focus on high
level generalisations about sets of arguments and the complexity of their relationships.
However, the theories do not address a range of aspects of natural argumentation.



Approaches to Text Mining Arguments from Legal Cases 63

There have been attempts to connect abstract arguments with concrete arguments
([17], [18], [19], and [20]). Such systems start with a knowledge base comprised of
facts and rules, where the rules typically include both strict (SI) and defeasible (DI)
inference rules in a Defeasible Logic (DL) ([21] and [22]). In these approaches, simpli-
fied examples are manually translated into the formal language and the objective is to
draw inferences given the knowledge base. An additional realisation of argumentation
theory are the argument schemes for case based reasoning of [23], which relates argu-
ments and case based reasoning by allowing schemes to be used to argue for or against
a decision given comparative case factors found in the case base.

2.2 Text-Mining in the Case Base

Current commerical systems (e.g. Lexis-Nexis or Westlaw) or web-based public ser-
vices (e.g. WorldLii) have limited text mining capabilities. One way to identify a set
of relevant cases is by selecting from among a small finite set of indicis, which are
manually assigned to the cases. More ‘advanced’ facilities support regular expression
searches along with boolean operators and proximity operators. Such facilities do not
reflect any semantic information.

A range of other approaches search for semantic content. Recent work in compu-
tational semantics focuses on recognising inference, calculating entailment, and iden-
tifying inconsistency ([24], [25], [26], [27], [28], [29] and [30]). Such work does not
address arguments with complex structure, relationships between arguments, or key el-
ements of legal information found in the case base. [31] presents a representation of
knowledge of cases that would suit an information retrieval system for a case base, out-
lining different sorts of knowledge that ought to be identified and by which cases are
classified – functional, structural, semantic, and factual. Some systems provide infor-
mation retrieval of case factors in order to support case based reasoning ([32], [33], and
[34]). However, they do not report how text mining is used to identify the factors, nor
whether the approach could support queries beyond those specifically designed for the
particular case based reasoner. [35] extracts cases in an appellate chain, which are those
cases that are relevant to the current case in terms of the comments on the quality of the
case, e.g., whether it has been appealed, affirmed, overturned, overruled, explained, or
distinguished. [35] focus on automated extraction of citation relations, not on argumen-
tation or case factors. [36] parses individual sentences from legal texts. However, the
results do not bear on parsing arguments nor on information extraction. [37] and [38]
develop text mining approaches to identify the rhetorical structures in free texts; where
the argument indicators are explicit, the rates of identification are reasonably high, but
fall where the indicators must be inferred. See [39] for a survey of other systems and
approaches to information retrieval from legal texts as of the 1990s.

2.3 Summary

We have briefly surveyed a number of different approaches to argumentation and in-
formation extraction from case bases. In our approach we have two angles of attack on
these issues. First, we are concerned with information extraction of argument structures
from the case base, allowing us to identify decisions and their justifications. Second,
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we want to extract not only key profile elements (along the lines of the functional el-
ements of [31]), but also the linguistically represented case factors that can be used in
case based reasoning (along the lines of [32] and [34]).

3 Argument Corpus

In carrying out text mining, the first task is to form a corpus from which the information
will be extracted. In this section, we discuss several previous attempts to form argument
corpora, citing the data sources and purposes of the corpora. We also point out several
additional potentially useful sources of arguments.

3.1 Araucaria

[40] outlines the creation of an argument database AraucariaDB. In the current version,
AraucariaDB contains approximately 700 arguments. The arguments are drawn from a
range of international sources. There are several problems concerning the sampling. We
are not given a criteria which was used to guide the selection of the arguments. No con-
sideration is given to the impact of the different source contexts: the arguments found
in a newspaper may be different from those found in judicial summaries; in addition,
arguments in Japan may be different from those in the United States. By the same to-
ken, there is no information concerning how arguments were identified from the source
material, thus there could be biases of arguments of a certain sort or on a particular
topic, namely whatever was perceived by the selector to have been an argument. While
subjective criteria need not be problematic, the absence of overt criteria hinders evalu-
ation of the resulting selection. Indeed, it is not clear what supports the claim that the
contents of the database are arguments. In sum, given the small sample, lack of context
information, and lack of criteria, it is uncertain what we can infer about the patterns
which may appear.

3.2 Mochales and Moens

The corpus in [41] contained 30 relevant documents. The documents were divided into
development and test documents. The 10 development documents were used to con-
struct a grammar and to establish a gold standard. They were legal decisions drawn
from an online database of cases from the European Court of Human Rights (ECHR),
which has a common law legal system. All the texts were independently marked by
three parties, who came to agreement about the mark up; however, there are interesting
observations concerning differences among the markers concerning the identification
of implicit premises or the extent of portions of arguments. It is reasonable to assume
that the cases contain legal arguments, unlike documents sourced elsewhere. The docu-
ments contain a variety of formal sections such as statements of facts, complaints, and
the reasons for and against the decision. As [41] note, not all these sections are expected
to contain arguments; for example, a statements of the facts, precedents, or procedural
moves might not be taken as samples of argument. The 20 test documents were used to
test the adequacy of the argument grammar.



Approaches to Text Mining Arguments from Legal Cases 65

3.3 Wyner and Milward

[42] provide two corpora of 50 and 90 legal cases selected arbitrarily from a search
of the British and Irish Legal Information Institute’s (BAILII) online database of legal
decisions in the United Kingdom and Ireland. Within the BAILII database, a keyword
search was made for cases pertaining to medical malpractice so as to have a coherent
set of cases. As with the ECHR cases, it is reasonable to assume that the cases contain
legal arguments, and broadly contain reports of facts, complaints, and the reasons for or
against the decision, as well as applicable law. One objective of the study was to develop
text mining tools to automatically search for elements that are found in commercial
case law search engines, such as indices for citation index, judges, jurisdiction, and so
on. Another objective was to develop searches for features of the case beyond those
found in such search engines, such as case features or the identification of violation of
some norm. Together these aspects of cases are crucial for argumentative case based
reasoning [23].

3.4 Others

In addition to the sources of argument indicated above, there are a range of other avail-
able resources which ought to be considered in future research. For example, Debateo-
pedia is an online encyclopedia of debates, which are arguments pro and con a range of
particular issues. It is compiled under the auspicies of the International Debate Educa-
tion Association, so it has a claim to be representing arguments as they are expressed.2

The structure of the arguments, providing arguments pro and con an issue, is closer to
what is understood to be an argument than inference patterns. The database contains
several thousand debates from which a selection can be made concerning a particular
topic of interest. For the legal domain, the World Legal Information Institute is a search-
able index of databases of case law including links to UK and US case law databases.3

Finally, the US National Institute of Standards and Technology has been sponsoring
a task for recognising textual entailment, in which natural language processing tech-
niques are applied to a database of entailment patterns.4 Discussion on the selection
and analysis of the database is discussed in [28].

4 Analysis

In analysing a case base, a variety of approaches have been applied. In 4.1, the argu-
ments identified in ArcauriaDB were manually marked up in an XML which indicates
the structure of the argument. In 4.2, a context free grammar for arguments is proposed
then used to identify and parse an argument from a case. Such an approach promises
to allow the extraction of arguments of a specific structure from the case base. In 4.3,
cases in a case base are profiled with respect to a range of functional features with text
mining tools; in addition, relational factors such as failure to fulfil and obligation are
identified.

2 http://wiki.idebate.org/index.php/Welcome_to_Debatepedia!
3 http://www.worldlii.org/
4 http://www.nist.gov/tac/2009/RTE/index.html
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4.1 Araucaria

In [40], the arguments in the corpus were analysed and represented in an XML-based
format, the Argument Markup Language (AML).5 AML represents arguments in terms
of XML markups that indicate a range of properties and relationships among the propo-
sitions that constitute the argument. Argument schemes, which are stereotypical
patterns of reasoning, are used to guide and catalog the arguments [5]. Suppose an
argument from the argument from sign scheme A bear passed this way. Here are some
bear tracks in the snow. We infer from the evidence of the bear tracks that a bear pre-
sumably passed by. AML indicates the scheme, the distinct propositions, the relation
between them (one as the premise and the other at conclusion) as well as a range of
auxiliary information such as date of analysis and author of analysis. More complex ar-
guments can be represented in AML. The XML format is machine-readable, so can be
searched for argument components; in addition, it supports translation into a graphical
representation, which can be easily understood.

For the analysis of the AraucariaDB, two analysts applied AML using argument
schemes. No systematic methodology is outlined, and there were no controls for inter-
coder reliability. As with the development of the corpus, the methodology of analysis
makes it difficult to draw reliable conclusions about the data.

Another approach to the analysis of the AraucariaDB is found in [37]. The objective
of the study is to be able to automatically identify the argument from non-argument
sentences drawn from the corpus. The AraucariaDB is augmented with a similar num-
ber of sentences which are claimed to be non-argumentative. The features used to
distinguish examples are: sequences of words in a sentence (from one (unigrams) to
three (trigrams)), words identified by part-of-speech (adverbs, verbs, and modal aux-
iliaries), collocations (high word pair co-occurrences), text statistics (sentence length,
word length, punctuation marks), punctuation, parse features (given a parse of the sen-
tence into phrases, the depth of the tree and number of subclauses), and key words
that have been identified as signalling argument (e.g. but, consequently, because of, and
others).

The best results were obtained with a combination of collocations, verbs, sentence
length, word length, and number of punctuation marks. The latter three broadly can be
taken to indicate that sentence complexity (length of sentence and words along with
complex structure signaled by punctuation) signal argument.

The results are limited in several respects. First, no criteria is given for the selection
of the non-argument sample sentences; it is not clear to what extent sentence complexity
itself signals argument or whether this is an artifact of how argument and non-argument
sentences were selected for the corpus. Second, the role of key words and collocations is
unclear; just what key words or collocations signal argument is not specified. Moreover,
as [37] note, some features are ambiguous; the modal auxiliaries in particular have a so-
called root and epistemic interpretation, where only the former might be used to infer
an argument [44]. Finally, again as [37] note, arguments contain enthymemes, which are
implicit reasoning steps [45]; thus, if an argument must be inferred from information
not found in the text, it cannot be identified by text mining techniques.

5 This seems largely superseded by the Argument Interchange Format in [43].
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4.2 Mochales and Moens

[41] focus on argument identification within a limited corpus and relative to a gold
standard as well as the formulation of a context-free argument grammar. In this section,
the grammar is proposed, applied, and evaluated.

Grammars. Formalisation of natural languages using grammars has been a topic of
interest among linguistic researches for years ([46], [47], and [48]). Modern computa-
tional notations given by grammars can be used to develop parsing applications. Con-
text Free Grammars (CFG) have been used extensively for defining the syntax of a
variety of natural and artificial (e.g. programming) languages [49]. In this section, we
formally present a CFG for legal arguments, exploiting the inherently structured nature
of argument in case law documents, specifically in the judgements and decisions of the
European Court of Human Rights (ECHR). We develop a parsing application to test the
grammar accuracy.

CFGs are a particular class of grammar, where grammars are composed of a finite
set of terminal and non-terminal symbols, a special start symbol, and a finite set of pro-
ductions, which are rules of substitution whereby the left-hand symbols are substituted
for by the right-hand symbols. CFGs allow substitutions independent of the rest of the
structure; the left-hand side of rule can only consist of a single symbol and the right-
hand side is a non-empty string over the total vocabulary, i.e. terminal and non-terminal
symbols. The following example of a CFG expresses that NP (or noun phrase) can be
composed of either a ProperNoun or a determiner (Det) followed by a Nominal; which
can be one or more Nouns.

NP → Det Nominal
NP → ProperNoun
Nominal → Noun | Nominal Noun

Legal Argument Constructs. The development of any grammar is factored by an
initial linguistic analysis which determines the grammar symbols and the rules that
allow to move from one symbol to another. The development of grammars of English
focused on syntactic studies of individual sentences, while for legal arguments we must
examine sentences in relationships.

In [41], ten documents from the ECHR collection were analysed by legal experts.
The analysis broadly covered the section structure, argumentative structure, and linguis-
tic characteristics found in the documents. Detailed analysis was done on those sections
where the legal arguments were specifically presented – The Law and Dissenting Opin-
ion. A clear distinction was observed between argumentative and non-argumentative
information. The linguistic analysis identified some patterns only used on the argumen-
tative information. For example, it clearly identified the conclusion of arguments, “For
these reasons the Court|Commission”, which were supported by premises, “There is a
violation of Article”. A premise of one argument can also serve as the conclusion of an-
other argument, making chains fo arguments. The study also identified many rhetorical
markers that help to detect the discursive progress of the argument structure, e.g. how-
ever, therefore, although or in particular. Furthermore, many premises and conclusions
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were found to be marked by linguistic expressions that clearly identified them as being
part of the argumentative process (Table 16). Some expressions may be common to all
kind of argumentative texts, e.g. “in the light of”, while others may be more restricted
to the legal field, e.g. “under the terms of article”.

Table 1. Typical expressions in the ECHR documents

Conclusions

The factfinder [A|B] <Verb-Conclusion> [C]
The factfinder <Verb-Aux> [NOT] [A|B] <Verb-Conclusion>
The factfinder [A|B] <Verb-Premise>
There has been a violation of
It [A] follows that
There has [A] been a breach of
Having reached this conclusion [C]
In conclusion,

Premises

The factfinder [A|B] <Verb-Premise> [C]
The factfinder <Verb-Aux> [NOT] [A|B] <Verb-Premise> [C]
The factfinder [B] has|is [A] <Verb-Premise> [C]
In the factfinder ’s view
In the view of the factfinder
See, mutatis mutandis

[A] therefore | firstly | accordingly | clearly | also | further | thus
[B] like the xxxx and the xxxx, | , like the xxxx,
[C] in the light of the partie’s submissions | , in the light of all the material

before it
<Verb-Conclusion> accepts | concludes | holds | decides | rejects | declares | dismisses | sees

no reason | examines | strikes
<Verb-Premise> considers | notes | recalls | agrees | disagrees | reiterates | acknowledges

| is of the opinion | points out | emphasises | stresses | is of the view | is
satisfied | endorses | observes | takes into acount | convinces

<Verb-Aux> must | can | does

A Context Free Grammar for Legal Argument. The grammar represents linguistic
characteristics of legal argument with rules such as:

∀x[isPremise(xi) ∧ startsHowever(xi+1) → isPremise(xi+1)]

To handle the linguistic variety required for real-world text input we compress families
of related productions by making classes of rhetorical markers and verbs, e.g. support
markers or conclusive verbs. We can generalise the previous rule as:

∀x[isPremise(xi) ∧ startsContrast(xi+1) → isPremise(xi+1)]

6 A factfinder is the person or persons in a particular trial or proceeding with the responsibility of
determining the facts. For example, in the ECHR decisions the factfinder it is a Commission,
in the ECHR judgments it is a Court and in other documents it is a Judicial Responsible, a
Committee or a jury.
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where startsContrast(xi+1) is a class that contains startsHowever(xi+1) among others.
Thus, lexical and phrasal variation can be associated with similar semantics, allowing
us to capture variations in writing style. The grammar does not accommodate ill-formed
arguments as it would degrade the ability of the grammar to parse good arguments. The
complete CFG can be found in Figure 1 and the meaning of the symbols in Table 2.

T ⇒ A+D (1)

A ⇒ {A+C|A∗CnP+|Cns|A∗srcC|P+} (2)

D ⇒ rcf{vcs|.}+ (3)

P ⇒ {PverbP |Part|PPsup|PPag|sPsup|sPag} (4)

PverbP = svps (5)

Part = srarts (6)

Psup = {rs}{s|PverbP |Part|Psup|Pag} (7)

Pag = {ra}{s|PverbP |Part|Psup|Pag} (8)

C = {rc|rs}{s|C|PverbP } (9)

C = s∗vcs (10)

Fig. 1. Context Free Grammar for recognising legal argument

Table 2. Terminal and non-terminal symbols from the Context Free Grammar

T General argumentative structure of legal case
A Argumentative structure that leads to a final decision of the factfinder A =

{ai, ..., aj}, each ai is an argument from the argumentative structure
D The final decision of the factfinder D = {di, ..., dj}, each di is a sentence of

the final decision
P One or more premises P = {pi, ..., pj}, each pi is a sentence classified as

premise
C Sentence with a conclusive meaning
n Sentence, clause or word that indicates one or more premises will follow
rc Conclusive rhetorical marker (e.g. therefore, thus, ...)
rs Support rhetorical marker (e.g. moreover, furthermore, also, ...)
ra Contrast rhetorical marker (e.g. however, although, ...)

rart Article reference (e.g. terms of article, art. x para. x, ...)
vp Verb related to a premise (e.g. note, recall, state, ...)
vc Verb related to a conclusion (e.g. reject, dismiss, declare, ...)
f The entity providing the argument (e.g. court, jury, commission, ...)
s Sentence, clause or word different from the above symbols

An Example of the Grammar’s Application. The following example of an argument
is taken from an ECHR judgment. We apply our CFG to it to generate a parse tree as in
Figure 2.
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The Court notes, firstly, that the applicant was convicted by the Greek courts of
disturbing, through his writings, the public peace and the peace of the citizens
of Western Thrace. Like the delegate of the Commission, the Court considers
that the applicant’s heirs also have a definite pecuniary interest under article
of the convention art. x. Furthermore, it notes that the applicant was sentenced
to fifteen months’ imprisonment, commutable to a fine of x GRD per day of
detention, which sum he paid. Without prejudice to its decision on the objection
relating to non-exhaustion of domestic remedies, the Court considers that Mr.
Ahmet Sadik’s widow and children have a legitimate moral interest in obtaining
a ruling that his conviction infringed the right to freedom of expression which
he relied on before the convention institutions. The Court accordingly finds
that Mrs. Isik Ahmet and her two children, Mr. Levent Ahmet and Miss. Funda
Ahmet, have standing to continue the present proceedings in the applicant’s
stead.

The CFG identifies this as an argument with a conclusion, i.e. A ⇒ A+C. The con-
clusion, “The Court accordingly finds that Mrs. Isik Ahmet and her two children, Mr.
Levent Ahmet and Miss. Funda Ahmet, have standing to continue the present proceed-
ings in the applicant’s stead.”, is identified by:

– rc: accordingly
– vc: finds
– s: that Mrs. Isik Ahmet and her two children, Mr. Levent Ahmet and Miss. Funda

Ahmet, have standing to continue the present proceedings in the applicant’s stead

A+ can be expanded as three separate premises using A ⇒ P+. Each set of premises
applies respectively:

– P ⇒ PverbP identifying vp: notes
– P ⇒ PPsup and P ⇒ PverbP identifying rs: furthermore and vp: considers
– P ⇒ Part identifying rart: without prejudice to its decision on

Thus, the final argument structure is the one found in Figure 2.
There are several interesting research issues concerning this grammar. First, it al-

lows for some ambiguity. For example, the argument A, which has been treated with
A ⇒ P+ to obtain three P , being PverbP , PPsubandPart respectively, could have
been divided in four P instead. Furthermore, the grammar relates a premise starting
with a rs or ra to the closest previous statement, P ⇒ {P Psup|P Pag}, while that is
not always the correct assumption. Sentences may not overtly express how they func-
tion. For example, the sentence “Without prejudice to its decision on the objection relat-
ing to non-exhaustion of domestic remedies, the Court considers that Mr. Ahmet Sadik’s
widow and children have a legitimate moral interest in obtaining a ruling that his con-
viction infringed the right to freedom of expression which he relied on before the con-
vention institutions.” seems to be a conclusion, but must be justified. If we cannot find
support for such a justification, our grammar does not classify the statement as a conclu-
sion. Legal arguments need justified conclusions for otherwise we cannot identify the
argument. Finally, we can compare arguments allowing us to identify similar arguments
written in different ways. For example, we can equate “notes” with “acknowledges”
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A
|---c: The Court accordingly finds that Mrs. Isik Ahmet and her two

| children, Mr. Levent Ahmet and Miss Funda Ahmet, have standing
| to continue the present proceedings in the applicant’s stead.
|---A

|---P
| |---p: The Court notes, firstly, that the applicant
| was convicted by the greek courts of disturbing,
| through his writings, the public peace and the
| peace of the citizens of western thrace.
|---P
| |---p: Like the delegate of the Commission, the Court
| | considers that the applicant’s heirs also have a
| | definite pecuniary interest under article of the
| | convention art. x.
| |---P
| |---p: Furthermore, it notes that the applicant was
| sentenced to fifteen months’ imprisonment,
| commutable to a fine of x GRD per day of
| detention, which sum he paid.
|---P

|---p: Without prejudice to its decision on the objection
relating to non-exhaustion of domestic remedies, the
Court considers that Mr. Ahmet Sadik’s widow and
children have a legitimate moral interest in obtaining
a ruling that his conviction infringed the right to
freedom of expression which he relied on before the
convention institutions.

Fig. 2. Tree Structure of an argument

or “that Mrs. Isik Ahmet and her two children, Mr. Levent Ahmet and Miss. Funda Ah-
met, have standing to continue the present proceedings in the applicant’s stead” with
“that Mr. Smith is guilty”. The grammar can be adapted to reflect the practices of the
ECHR in this way. The comparison of arguments is crucial for applications of case
based reasoning.

Grammar Evaluation. The grammar was tested to identify the argumentative structure
of twenty new ECHR documents. It was implemented using Java and JSCC7. The main
results can be seen in Table 3. It is important to note that all final decisions (D) were
correctly identified and the average compression range of the given text was 65%. The
main limitations of the grammar are due to the structure of A, i.e. the justification

Table 3. Results over 20 documents from the ECHR

Size (# of sentences) Precision Recall
Premises 430 59% 70%
Conclusions 156 61% 75%
Non-argumentative information 1087 89% 80%
Final decision 63 100% 100%

7 http://jscc.jmksf.com|
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given by the factfinder. In this aspect, there are two main problems: (a) the detection of
intermediate conclusions, specially the ones without rhetorical markers, as more than
20% of the conclusions are classified as premises of a higher layer conclusion; (b) the
ambiguity between argument structures. However, this is also one of the main causes of
human disagreement.

4.3 Wyner and Milward

Previous work such as [37] focuses on identifying argument structure from text such as
indicated by keywords supposing or therefore, which are marks of argument in general
and not clearly particular to legal argument. In legal argument in common law settings,
there is a meta-level of argument concerning the cases themselves – case based rea-
soning (CBR) ([50], [51], [52], and [53]). CBR has four stages: the lawyer submits a
problem case and retrieves precedent cases from a case base; the solutions from prece-
dent cases are reused; the solution is confirmed (or disconfirmed); finally, once solved,
the problem case is retained in the case base. From among these stages, a key task for
a lawyer is to identify on-point-cases from a case base; these are cases which were
decided in favour of the lawyer’s side and share the most number of highly valued
“factors”. Factors are textually expressed typical fact patterns in a case which bias the
decision for or against a side in the case. Importantly, factors are not themselves sig-
nalled by argumentative indicators. Yet, identifying the cases which contain the factors
is crucial to case based reasoning. One may say that the second and third stages of CBR
constitute the “argument” phase, where the argument is on analogy: given case A and
case B, which are analogous to case C and which were decided for the plaintiff, there-
fore decide case C for plaintiff. [23] provide argument schemes for legal case based
reasoning which detail the ways the factors are used to reason to a decision in a variety
of instances.

For instance, suppose we are considering a case of reckless driving, where someone
has died. Determining whether the driver is guilty of murder or manslaughter is crucial
in the determination of the sentence. To make the distinction, it must be determined
whether the driver had culpable intent. In turn, this is determined with respect to a
variety of particular factors that can be concretely identified [54]:

– Obligation to aid the victim.
– Failure to heed traffic signs.
– Failure to heed warnings about reckless driving.

This list of factors which are used to determine culpable intent provide a textual “frame”
for each factor; however, the form of the factors as they appear in a case base may vary.
One of the important tasks of information extraction is to reliably identify the “same”
factor in semantic terms while varying the form. This is a general linguistic issue (e.g.
passives and actives mean the same thing, but have different forms).

We can also consider identifying factors across domains. For example, the issue re-
lating to murder or manslaughter arises in the medical domain as well, and so culpable
intent is also relevant. To determine the seriousness of medical negligence, one might
consider:
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– Obligation to have taken a second opinion.
– Failure to take a proper history.
– Failure to take into account apparent symptoms.

Thus, with one suitably general frame, one can identify cases addressing culpable intent
across domains.

In searching the case base, one identifies the factors which contribute to the current
undecided case, then wants to search the case base for on-point precedents. By the
same token, one might want to identify cases which are different from the current case
in order to compare the results in those cases to the current case.

In searching the case base, we applied a the commercial I2E text mining package by
Linguamatics. The objective was to identify the factors as well as more general features
of each case such as the citation, presiding judges, solicitors, whether the case is on ap-
peal, and other parameters; these features are similar to the index parameters found in
Lexis-Nexis and Westlaw, however, we identify these automatically rather than by prein-
dexing the cases via manual annotation. I2E is an interactive, flexible, and articulated
search tool; one specifies a search, views the results, then can refine or alter the search.
It has a graphical user interface, which makes the software accessible to a broad range
of end-users. The sentences in the case base are parsed, so searches can be done relative
to syntactic structure. Additional search capabilities are: regular expression searches,
list of alternative words, searches within syntactic frames such as sentences or para-
graphs. A key feature is integration of searches relative to an ontology. For example,
suppose one has a database of cases concerning medical malpractice and cancer. We
may wish to relate doctors to the cancers they have treated. However, as there are a
variety of cancers, using a string search alone, one would have to search relative to each
sort of cancer expressed as a string. Given a suitably rich ontology, we can search just
for the class “cancer”, then retrieve all the different ways of referring to cancer (such as
“carcinoma” or “neoplasm”), the different types of cancer, and the ways the types are
referred to. In this way, we can relate parts of the text which are otherwise hard to relate
with simple string searches.

In the following, we present several results.8 In Table 4, we profile some cases from
the case base: the document index (e.g. [2008]EWCACiv10.txt) shows a variety of fea-
tures: the case number, the court in which the case is heard, who the solicitors were
instructed by, the judge who hears the case, and the court from which the case is
appealed.

In Table 5, we identify the concept of Failure/Obligations from a case in the case
base; the concept appears in a variety of alternative phrases: ought not to have..., had
failed to observe..., owed a duty of care.... This highlights phrases which can be used to
further determine whether the case concerns medical malpractice.

For tasks where the same kind of information needs to be automatically extracted,
the next step is to develop a corpus of cases as a gold standard against which to measure
information retrieval with respect to precision and recall. However, there are also spe-
cific tasks where it is useful to apply the graphical querying capabilities of I2E which
are similar to ad hoc keyword search, and iteratively refine queries to get the cases of
interest.

8 These are simplified results produced by I2E.
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Table 4. Case Profile

Doc Index Entity
[2008] EWCACiv10.txt Case No. A3/2007/1677

Court The Supreme Court of Judicature Court of Appeal
Instructed by Skadden

Steptoe & Johnson
On appeal High Court of Justice Queen’s Bench Division

Commerical Court
[2008] EWCACiv1022.txt Case No. B2/2007/2303

Court The Supreme Court of Judicature Court of Appeal
Instructed by Messrs Buller Jeffries

Messrs John A Neil Solicitors
Judge District Judge Temple
On appeal Cambridge County Court

Table 5. Case Profile with Violation Factor

Doc Index Entity Context
30.htm Case No. 200302858 B1

Court The Supreme Court of Judi-
cature

Failure or Obli-
gations

had failed to observe ap-
propriate professional stan-
dards

in the sense that he had failed to observe
apprporiate professional standards to a
patient to whom...

owed a duty of care as a doctor he owed a duty of care to
Sean Philips as his...

owes a duty of care individual to whom the defendant owes
a duty of care

Judge Lord Justice Judge
On appeal Winchester Crown Court

5 Discussion

We have set our work in the context of argumentation theory and text mining in the
case base. We have discussed different approaches to the formation of a legal case base.
Finally, we turned to several ways elements found in a case base can be automatically
analysed with text mining tools to support legal argument. In this section, we consider
issues with our results as well as a range of topics that warrant future research.

With regard to the development of legal argument corpora, there are new opportun-
ties to use available online corpora for text analysis as noted in section 3.4. However,
some consideration should be given to the signficance of using different corpora given
the great variety of court systems. For example, [41] use decisions from the European
Court of Human Rights. In related work on diagramming legal decisions, [55] use US
Supreme Court oral argument transcripts. In both instances, consideration should be
given to the level of court and complexity of issues since both court levels address areas
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of the law that are the least settled and most complex. Examining US Supreme Court
transcipts, the argument patterns are very complex and often hard to follow, even by the
Justices and legal representative themselves as is reported in court transcripts. It may be
preferable to make use of court levels and decisions that are signicantly more prosaic
such as decisions of courts in of the first instance (where the case is first introduced) or
courts of appeals. Not only is the law more settled and less complex, but it is more use-
ful to legal researchers to know how the law commonly functions before we examine
how it functions at the highest level (on this point, also see [56]).

In section 4.2, a grammar of argument is provided and then used to extract arguments
from cases. Such an approach may work well for well-edited court decisions, but it is
unlikely to apply to oral arguments made in court by lawyers, which appear less struc-
tured9 It is, then, important to proscribe just what is intended to be meant by a grammar
of legal arguments. Moreover, even with well-edited court decisions, it is as yet un-
clear the extent to which discontinuous constituents (see [57]) or discourse phenomena
(see [58]) play a role. The proposal in section 4.2 relies on continuous structures such
as for phrase-structure grammars for sentences. In such an approach, phrases must ap-
pear in determined orders, must be complete, cannot allow components of the argument
appearing outside the given structure, and do not allow interjections. Yet, it is possible
that the premise of an argument appears somewhere later in the text, which a CFG alone
could not account for. However, in the corpus studied, it appears that the percentage of
discontinuous constituents is normally low. Nonetheless, some consideration ought to
go into how to accommodate discontinuous constituents where they occur.

Another aspect of the grammar of argument is that only defeasible arguments are
accounted for, not the variety of argument types outlined in [5]. To identify subsorts of
argument (e.g. Expert Testimony), lexical semantic and ontological information may be
required.

Other issues of interest relate to the identification of enthymemes, which are miss-
ing and inferred premises, as well as argument coherence. For information extraction,
enthymemes present a very significant issue since they must be inferred semantically
and are not in evidence in the text. It is unclear how text mining can yet address this
issue. In section 4.2, the pattern of an argument is identified, but within the components
of the argument (i.e. premises, rule, conclusion) there appear to be no well-formedness
constraints. Yet, clearly, there are well-formed arguments in terms of the grammar, but
which are semantically incoherent: if Tweety is a bird and iron is a mineral, therefore the
stock market will rise. This relates to similar syntactic issues bearing on sentences such
as the famous Colorless green ideas sleep furiously. Of course, the research reported in
section 4.2 is a step towards identifying, clarifying, and addressing such issues.

In section 4.3, initial results are provided for automatically profiling a case and iden-
tifying key features that are useful in making legal arguments. Further research will
focus on identifying legally relevant case factors such as are actually used by lawyers
in case based reasoning. Here too, lexical semantic and ontological information may
prove to be useful.

9 See US Supreme Court transcripts:
http://www.supremecourtus.gov/oral_arguments/argument_transcripts.html
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A general issue that must be addressed is the bottleneck of ontological approaches,
which still require large amounts of knowledge to be manually drafted. Such a task is
not realistic for general text analysis. One way to address the issue is to apply advanced
machine-learning techniques. Another is to provide a structure that supports system-
atic, incremental, modular knowledge development such as is done with Semantic Web
OWL modules. Yet another approach is to leverage the internet to distribute the task
of manually drafting knowledge by, for example, using techniques such as found for
online psycholinguistic experiments.10

The results described in this paper bring us closer to automatic identification of legal
arguments. We believe that the use of ontologies, which were used in profiling, will also
be useful for identifying arguments. In future work we will look at combining the two
approaches examined here to provide a single approach for comprehensive analysis of
legal texts.
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Abstract. Law texts including constitution, acts, public notices and
court judgements form a huge database of texts. As many texts from
small domains, the used sublanguage is partially restricted and also dif-
ferent from general language (Czech). As a starting collection of data,
the legal database Lexis containing approx. 50,000 Czech law documents
has been chosen. Our attention is concentrated mostly on noun groups,
which are the main candidates for law terms. We were able to recognize
3992 such different noun groups in the selected text samples. The paper
also presents results of the morphological analysis, lemmatization, tag-
ging, disambiguation, and the basic syntactic analysis of Czech law texts
as these tasks are crucial for any further sophisticated natural language
processing. The verbs in legal texts have been explored preliminarily as
well. In this respect, we are trying to explore how the linguistic analysis
can help in identification of the semantic nature of law terms.

Keywords: Terminology Extraction, Natural Language Processing,
Legal Language.

1 Introduction

In the paper we describe the first results of the new project whose final goal is
to build an electronic dictionary of Czech law terms. In this task we cooperate
with the teams from the Institute of Government and Law and the Institute of
Czech Language, Czech Academy of Sciences in Prague. We have started with a
legal database Lexis developed at the Institute of Law, which presently includes
approx. 50,000 Czech law documents ranging from the beginning of Czechoslovak
Republic in 1918 to the present day. It also includes court judgements, main
representative law textbooks and law reports. All of these texts exist in electronic
form.

The first part of the paper presents results of the preparation step for the
subsequent term identification – the morphological analysis. For this purpose
we have used the tools developed in the Natural Language Processing Centre of
the Faculty of Informatics, Masaryk University, particularly, the morphological
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analyser ajka [1] performing lemmatization and tagging and a new tool for
grammatical disambiguation named desamb [2]. The tools have been designed for
general Czech but it appears that they can be utilized for the law sublanguage
with some minor modifications, namely adding law terms. The tools are now
configured to analyze all Czech law texts contained in the Lexis database.

In the second part, we report about term identification via syntactic analysis
which has used the tool DIS/VADIS [3], a partial parser for Czech. As a result,
list of noun groups has been obtained that can be considered as good candidates
for law terms. We are also taking a look at the verbs existing in law texts because
they are relational elements linking together the established law terms. Here the
apparatus of valency frames [4] comes as an appropriate instrument. It allows us
to explore context patterns in which law terms occur and see how they behave
in the law text.

The general goal is to find out to what extent linguistic analysis can con-
tribute to semantic analysis of the law text. We are at the starting point of this
enterprise.

1.1 Pilot Project

As a pilot project we have decided to analyse the current version of the Penal
Code of the Czech Republic. It is one of the biggest law documents containing
almost 36,000 word forms. The overall characteristic of the document can be
found in Table 1.

Table 1. The overall characteristic of the Penal Code of the Czech Republic

Number of

word forms (tokens starting with a letter) 35,898
numbers (tokens containing digits) 2,832
punctuation marks (anything else) 9,135
tokens total 47,865

different word forms 4,400
different numbers 607
different punctuation marks 12
types total 5,019

The task is to process the document by the Czech morphological analyser
(lemmatizer) ajka in such a way, that for each word form in the source text
morphological information in the form of morphological tags is obtained. Thus
we get information to what parts of speech the word forms belong, and, for
instance, for nouns also grammatical categories like gender, number and case.
Each word form in the document is associated with its respective lemma as well.
In a highly inflectional language like Czech, all this information is relevant for
the further analysis of law terms. The results of the morphological analysis and
lemmatization were transformed into a special format which is described below.
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2 Morphological Analysis

We have used several simple scripts to create a what is called “vertical” file from
the source text. It is a plain text file without any formatting (word-processing
options). Words are written in a column, i. e. each line contains one word, number
or punctuation mark. Optional annotation is on the same line and the respective
words are divided by the tabulator character. The first step uses only word forms
from the source text. The vertical file serves as a standard input text for many
corpus processing tools like CQP [5] and Manatee [6].

In the next step, the vertical file was processed with the morphological anal-
yser ajka [1]. It is a tool used for annotating and lemmatizing general Czech
texts, however, the processing of law texts requires modifications, e. g. enriching
the list of stems of ajka. The program yields all possible combinations of lemma
and morphological tags for each Czech word form.

Table 2 presents an example of the ajka output. E. g. the tag k1gFnSc1
means: part of speech (k) = noun (1), gender (g) = female (F), number (n) =
singular (S) and case (c) = first (nominative)(1). Tags beginning with k2 are
adjectives, k3 are pronouns, k5 verbs and k7 prepositions.

Table 2. Output of the morphological analyser ajka

word possible lemmata (<l>) and tags (<c>)

Př́ıprava (preparation) <l>př́ıprava <c>k1gFnSc1
k (to) <l>k <c>k7c3
trestnému (criminal) <l>trestný <c>k2eAgMnSc3d1 <c>k2eAgInSc3d1

<c>k2eAgNnSc3d1
činu (act) <l>čin <c>k1gInSc3 <c>k1gInSc6 <c>k1gInSc2 <l>čina

<c>k1gFnSc4
je (is) <l>být <c>k5eAaImIp3nSrDaI <l>on <c>k3p3gMnPc4xP

<c>k3p3gInPc4xP <c>k3p3gNnSc4xP <c>k3p3gNnPc4xP
<c>k3p3gFnPc4xP <l>je <c>k0

trestná (criminal) <l>trestný <c>k2eAgFnSc1d1 <c>k2eAgFnSc5d1
<c>k2eAgNnPc1d1 <c>k2eAgNnPc4d1 <c>k2eAgNnPc5d1

As one can see, many word forms are ambiguous: there are more than one
possible tag or even lemma for a given word form. In the analysed document,
76% of word forms are ambiguous, more than 42% of word forms have more
than one possible lemma and average number of tags for an ambiguous word
form is 6.75.

We have used part-of-speech tagger desamb with the success rate 95.15% [2]
to disambiguate such word forms. The output of the desamb tool contains only
the most probable lemma and tag for each word form. Table 3 contains output
of desamb for the input text above.



86 K. Pala, P. Rychlý, and P. Šmerk

Table 3. The document in vertical format with morphological annotation (after disam-
biguation)

word lemma tag

Př́ıprava př́ıprava k1gFnSc1
k k k7c3
trestnému trestný k2eAgInSc3d1
činu čin k1gInSc3
je být k5eAaImIp3nS
trestná trestný k2eAgFnSc1d1
podle podle k7c2
trestńı trestńı k2eAgFnSc2d1
sazby sazba k1gFnSc2
stanovené stanovený k2eAgFnSc2d1
na na k7c4
trestný trestný k2eAgInSc4d1
čin čin k1gInSc4

The annotated version of the document contains 2,560 different lemmas. Fre-
quencies of each part of speech are in Table 4. The ‘other’ category covers ab-
breviations and paragraph letters.

Table 4. Frequencies of parts-of-speech in the document

POS Count

k1 – noun 12,889
k2 – adjective 4,634
k3 – pronoun 2,252
k4 – numeral 1,028
k5 – verb 4,504
k6 – adverb 933
k7 – preposition 3,600
k8 – conjunction 3,764
k9 – particle 632
other 1,662

3 Noun Groups

For the recognition of the noun groups we have used the partial syntactic analyzer
for Czech DIS/VADIS [3] at first. Unfortunately, DIS/VADIS presently does not
contain rules which can recognize genitival and coordinate structures because
during the development of DIS/VADIS, these rules were found too erroneous
(overgenerating) when applied to unrestricted text. However, there are plenty
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of such structures in the law texts and overgenerating is not a problem here
because the results will be checked manually.

Moreover, the partial syntactic analyzer DIS/VADIS has one more disadvan-
tage: it is written in Prolog which implies that the recognition process is rather
slow. Therefore we have rewritten the rules for noun groups to Perl 5.10 regular
expressions (which have nontrivial backtracking capabilities) and added the rules
for genitival and coordinate structures and some adverbials common to the law
texts which also were not recognized by DIS/VADIS (e. g. zvlášť (exceedingly),
zjevně (evidently) etc.).

For each noun group found in the law texts we determine its:

1. base form (nominative singular),
2. head,
3. for nouns in genitive groups also their part.

For example, for the noun group daľśım pácháńım trestné činnosti (subsequent
commission of criminal activity, dative) we get:

1. daľśı pácháńı trestné činnosti,
2. pácháńı,
3. daľśı pácháńı.

We can recognize 8,594 noun groups counting repeating occurrences, 3,992 dif-
ferent noun groups. The noun groups were analyzed and the respective ‘base’
of each noun group was derived. Due to the inflectional feature of Czech, this
cannot be done by simple lemmatization of all words in a noun group. The
automatic transformation algorithm works in following steps:

– find dependences between parts (words of subgroups) of a noun group,
– locate the head – key word,
– identify matching noun group pattern,
– generate the correct word forms with matching grammatical categories.

The result of this algorithm are base forms of noun groups and they will appear as
headwords in the final electronic dictionary. The most frequent base forms with
respective number of occurrences in the pilot data are listed in Table 5. (There
are some conceptual problems with finding the correct English equivalent terms
thus we do not offer them here.)

Table 6 presents the most frequent part-of-speech patterns of the recognized
noun groups. There are two counts in the table: ‘Tokens’ is the total number
of occurrences of the respective pattern in the pilot data and ‘Types’ is the
number of different noun groups matching such pattern. The tag k1 denotes a
noun, k2 is an adjective, and g is a gender; in particular, gM stands for masculine
animate, gI for masculine inanimate, gF for feminine, and gN for neuter.
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Table 5. The most frequent terms (base forms)

Term Count

odnět́ı svobody 568
trestný čin 228
peněžitý trest 152
jeden rok 123
zákaz činnosti 81
trest odnět́ı svobody 69
účinnost dne 65
(jiná) majetková hodnota 65
velký rozsah 64
těžká újma 58
výjimečný trest 51
organizovaná skupina 49
závažný následek 47
zvlášť závažný následek 46
veřejný činitel 46
značný prospěch 40
jiný zvlášť závažný následek 40
značná škoda 39
člen organizované skupiny 39
stav ohrožeńı státu 37

Table 6. The most frequent POS patterns

POS pattern Tokens Types

k2 – k1gI 1588 344
k2 – k1gF 1130 365

k1gN – k1gF 765 96
k2 – k1gN 478 213

k1gI – k1gN 204 57
k1gN – k1gI 203 80
k1gI – k1gF 195 67

k2 – k1gM 176 71
k2 – k2 – k1gF 163 65

k1gF – k1gI 162 48

4 Verbs and Verb Groups

Though law terms typically consist of the nouns, noun groups and other nomi-
nal constructions, we also have paid attention to the verbs found in the whole
database of the 50,000 law documents. The reason for this comes from the fact,
that verbs on one hand do not always display strictly terminological nature, but
on the other hand they are relational elements linking the terminological nouns
and noun groups together.
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The verbs were originally processed by the team of F. Cvrček in the Institute
of Government and Law. From them we received the list 15110 items marked as
verbs. Then we used textttajka for further processing with the following results:
4,920 items in the list were marked as passive participles - they were not further
lemmatized. After manual checking we discovered that 1611 items from them
were not recognized as verbs but for example as adjectives or nouns and they
were removed from the list. Thus the list of the correctly recognized verb lemmata
comprises 10,190 items. Then we looked at the error list and observed shows that
at least three types of the non-recognized items can be found:

1. erroneous forms caused by typing errors. They can be corrected, e. g. citit
instead of the correct ćıtit (feel);

2. the verbs that do not appear in the textttajka’s list of stems. Typically,
they display terminological nature and they should be added to the ajka’s
stem list, e. g. derogovat (derogate). In this way, they will enrich the list of
(Czech) verb stems. Their law meanings constitute a terminological subset of
verbs;

3. erroneous forms that cannot be corrected without correcting the whole para-
graph of a law document (we have not touched them). Typically, they are
incorrect lexical items in the particular paragraph they occur in. The cor-
rection would require to replace them with more precise ones, however, that
would mean the change of the the whole law document.

The non-recognized verbs were added to ajka’s list of verb stems. The next step
was to make an intersection of the resulting list of 8,579 ‘legal’ verbs with our
lexical database VerbaLex [4] containing presently 8,366 (general) Czech verbs.
The VerbaLex list contains altogether 10,472 verbs including reflexive variants
with the reflexive particles se and si (vźıt (to take), vźıt se (to marry), vźıt si
(to take yourself)).

The comparison offered the following result:

– 3,749 verbs occurring only in the legal texts,
– 3,563 verbs occurring only in VerbaLex,
– 4,830 verbs occurring in the both resources.

The obtained numbers show some tendencies that are in agreement with our
expectations i. e. that many verbs in legal text have a clearly terminological
character. It is typical for the verbs occurring in the intersection that they appear
in the different meanings, i. e. in general and legal. At this point, more detailed
analysis of the contexts in which these verbs appear is needed. This analysis is
planned for the near future.

To get some basic information about the behaviour of the verbs in the three
mentioned lists, we found the frequencies of the verbs in the Czech corpus
SYN2000 [7]. For illustration, we offer ten to twelve most frequent verbs from
each list in Tables 7, 8 and 9:
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Table 7. ‘Legal’ verbs

slyšet (hear) 19526
smět (may, modal) 17939
hodlat (intend) 13415
narodit (be born) 8386
pravit (say) 7553
nosit (carry) 6063
zavolat (call) 5561
pozvat (invite) 5404
vyžádat (require) 4619
vstát (stand up) 4533
obej́ıt (get around) 4516
hlasovat (vote) 3929

Table 8. Only VerbaLex verbs

moci (can, modal) 329852
ř́ıci (say, tell) 155508
pomoci (help) 20621
vyprávět (narrate) 7470
utéci (run away) 4481
kout (pikle) (plot) 2638
zasmát (laugh) 2309
téci (flow) 2253
vstřelit (score) 1818
linout (waft) 1652

Table 9. Intersection: both legal and VerbaLex verbs

být (be) 3388353
mı́t (have) 634214
muset (must, have to) 165621
cht́ıt (want) 143495
j́ıt (go) 123017
vědět (know) 94412
dát (give) 90221
zač́ıt (start) 74910
dostat (get) 69961
ř́ıkat (say, tell) 68078
vidět (see) 61979
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The first ten verbs do not allow us to make more concrete conclusions since
they are general verbs that occur in any texts. However, the less frequent
verbs from the list of legal verbs on the other hand display specialized ter-
minological meanings; for instance, following compound verbs do not occur in
the corpus SYN2000 at all: spoluvinit (co-accuse), spoluvázat (co-bind), spolu-
zabezpečovat (co-ensure), spoluzaviňovat (co-cause), spoluzavazovat (co-oblige),
spoluzp̊usobovat (co-cause), spoluzp̊usobit (co-cause, aspect counterpart of the
previous one), spolužalovat (co-sue), etc.

It has been observed (unpublished report of the F. Cvrček and his team), that
the legal verbs co-occur with the nouns which can be semantically included into
the following groups:

1. one word and multi-word with the autonomous legal meaning, e. g. agreement
or contract,

2. nouns with possible legal meaning that follow from the context in which it
is used, e. g. person,

3. nouns with clearly non-legal meaning, e. g. chloride,
4. nouns that denote subjects or agents, for instance:

(a) legal subject such as malefactor,
(b) legal subject following from context, e. g. member,
(c) employment, e. g. sculptor,
(d) legally preferred group, e. g. pensioner,
(e) subjects by nationality and race, e. g. Serbian, white man,
(f) nouns with emotional and ideological connotation, such as angel, whore,
(g) nouns denoting animals, e. g. whale, squirrel, etc.

The above mentioned semantic categories can be reasonably compared with
the semantic roles as they are used in the verb valency frames from VerbaLex
database, and it can be concluded that the valency frames are suitable for the
semantic description of the legal language. We can observe the interesting over-
laps which allow us to speak about the existence of semantic roles in legal texts.
They can be easily added to the present inventory of the semantic roles in Ver-
baLex. This is a positive result which confirms the assumption that though legal
language displays some specific features it can be analysed with techniques and
methods developed for semantic analysis of verb meanings as they can be found
in a non-terminological use.

In VerbaLex we work with the roles such as AG<person:1> etc., which in the
legal language correspond to the ‘subject’ mentioned above. Thus it is possible
to take advantage of the roles introduced in VerbaLex and apply them to the
semantic categories mentioned above. In this way, for instance, we can easily
obtain labels such as AG<judge:1>, AG<employee:1> or PAT<person:1> and
other similar ones.

For some of the verbs occurring in the intersection list, VerbaLex already
contains valency frames that capture their legal meanings. For instance, one
of the frames of the verb zab́ıt (kill) is

AG<person:1>kdo1
obl VERB PAT<person:1>koho4

obl INS<instrument:1>cim7
opt ,
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and similarly one of the frames of the verb potrestat (penalize) is

AG<person:1>kdo1
obl VERB PAT<person:1>koho4

obl EVENT<punishment:1>cim7
obl .

Of course, there are many legal verbs that are not contained in VerbaLex.
However, we can apply the notation developed for VerbaLex to write valency
frames for them. Below, we adduce two more examples of the frames proposed
for selected fully legal verbs. It is obvious can that the VerbaLex notation can
serve appropriately for this purpose:

uložit trest někomu (to condemn somebody to a sentence)

AG<judge:1>kdo1
obl VERB PAT<person:1>komu3

obl ACT<sentence:1>co4
obl ,

obvinit někoho z trestného činu (to accuse somebody of criminal act)

AG<publicprosecutor:1>
kdo1
obl VERB PAT<person:1>koho4

obl ACT<act:1>zceho2
obl .

Labels used for the roles consist of two parts where the first one (e. g. AG as
agent, PAT as patient etc.) was taken from the EuroWordNet Top Ontology (TO)
and the second one comes from the set of the Base Concepts (BCs) also defined in
EuroWordNet [8]. The Base Concepts are used as subcategorization features and
they are represented formally by the Princeton WordNet literals together with
their sense numbers as they exist within the individual synsets (e.g. person:1,
instrument:1 etc.). It is important to realize that they also represent nodes in
the hypero/hyponymy trees in (Princeton) WordNet [9], i. e. they are endogenous
and allow us to describe the meanings of the verb arguments in a detailed way.
In the frames we use indices – the upper ones following the roles express the
surface valences, i. e. morphological cases that have to be indicated in Czech.
The lower indices say that the particular role is either obligatory or optional.
The mapping between the surface and deep valences was worked out mostly
manually. As a main resource of the Czech surface valences we used the dictionary
of Czech surface valences named BRIEF [10] (containing approx. 16,000 verb
lemmata). In the BRIEF the verb arguments are typically expressed by noun
and prepositional groups in the respective cases using the notation developed
for this purpose. Some syntactic transformations can be applied to the valency
frames, for instance, passivization. Recently, we have been able to obtain the
typical noun and prepositional groups automatically by means of the automatic
morphological and syntactic analysis we discussed above.

The described valency frames can serve reasonably well as the descriptions
of the meanings of ‘legal’ verbs – more similar examples can be easily found.
For specialized legal verbs, further modifications are needed that require more
detailed semantic analysis. To sum up: the goal was to show that valency frames
from the VerbaLex database can be appropriately applied to the semantic anal-
ysis of the legal language. The size (4830 verbs) of the intersection mentioned
above justifies further investigation. We plan to enrich the inventory of the se-
mantic roles in VerbaLex to obtain their more detailed and exact semantic sub-
classification, or, in other words, more adequate ‘legal’ ontology.
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Then it can be compared with the already existing law ontologies such as the
one built within the LOIS (Lexical Ontologies for Legal Information Sharing)
project [11]1. In this project, the ontology was built in the WordNet fashion.
However, WordNet-like and similar ontologies are structures capturing relations
between nouns and noun groups only. We are convinced that more is needed, in
particular, a kind of ontology that can be characterized as ’verbal’ [12] in which
semantic classes of Czech verbs represent ’verbal’ sort of ontology. Semantic roles
in the valency frames have served as a criterion for finding relevant semantic
classes of (Czech) verbs. This can be also applied to law texts in their natural
form. This allows us to conclude that building valency frames of verbs occurring
in law texts is one of the important tasks set in the described project.

5 Context Patterns in Law Texts

We believe that the decisive information about the semantics of the law terms
can be obtained from the contexts in which they occur. There are two types of
approach:

– To use statistical techniques by means of which we obtain the relevant con-
texts – they can be sorted and the semantic clusters they create can be built.
The limitation here is that the data from the law texts are not large enough
and in some cases, we do not get enough contexts to make the necessary
generalizations.

– To explore the valency frames mentioned above as contexts in the law texts
and find the semantic roles in them that are typical for the verbs in the law
texts. We have already hinted how this can be done above.

It has to be remarked, however, that even though there are limitations caused
by the sparse data, we will investigate intertwining the contexts obtained statis-
tically with the contexts as they are yielded by the valency frames.

6 Conclusion

We have presented the preliminary results of the computational analysis of Czech
law documents, or more precisely, their selected samples. On the one hand, we
have used the already existing tools such as ajka or DIS/VADIS. On the other
hand, we have modified them respectively for the purpose of the present task.
As a result, we can pay attention to the law language but more importantly,
we have obtained a basic knowledge about the grammatical structure of the law
texts (and law terminology) and in this way, we are prepared to continue our
exploration of the contexts in which law terms occur in the law documents.

In the first part of the paper, we have paid attention to the automatic recog-
nition of the nouns and noun groups occurring in the legal texts – most of them
1 see http://www.ittig.cnr.it/Ricerca/materiali/lois/WhatIsLOIS.htm and also
http://nlpweb.kaist.ac.kr/gwc/pdf2006/50.pdf
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serve as law terms. In the second part of the paper, we have concentrated on
the verbs and verb groups since they function as relational elements predict-
ing what nouns or noun groups (i. e. terms) will occur together. For capturing
and describing argument-predicate structure of verbs, we use the valency frames
introduced in the VerbaLex database. The positive and relevant result is that
valency frames designed originally for the description of the verbs from general
texts are also suitable for capturing the ‘legal’ verbs. The valency frames can
also help us to find contexts that cannot be obtained with statistical techniques
because of the low frequency of the ‘terminological’ verbs in the legal texts.

The knowledge of such contexts is a necessary condition for a deeper under-
standing of how law terminology works and how it can be made more consistent.
As an application, we intend to obtain the basic rules for the intelligent search-
ing of law documents. A tool based on such rules can serve judges, attorneys
and experts in creating new law documents. In other words, the relevant output
of this work thus will be an electronic dictionary of law terms.
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Abstract. This article presents a methodology for multilingual legal
knowledge acquisition and modelling. It encompasses two comlementary
strategies. On the one hand, there is the top–down definition of the con-
ceptual structure of the legal domain under consideration on the basis of
expert jugdment. This structure is language–independent, modeled as an
ontology, and can be aligned with other ontologies that capture similar
or complementary knowledge, in order to provide a wider conceptual em-
bedding. Another top–down approach is the exploitation of the explicit
structure of legal texts, which enables the targeted identification of text
spans that play an ontological role and their subsequent inclusion in the
knowledge model.

On the other hand, the linguistically motivated, text-based bottom–up
population and incremental refinement of this conceptual structure us-
ing (semi-)automatic NLP techniques, maximizes the completeness and
domain-specificity of the resulting knowledge.

The proposed methodology is concerned with the relation between
these two differently derived types of knowledge, and defines a framework
for interfacing lexical and ontological knowledge, the result of which offers
various perspectives on multilingual legal knowledge.

Two case-studies combining bottom-up and top-down methodologies
for knowledge modelling and learning are presented as illustrations of
the methodology.

Keywords: Knowledge Modelling, Knowledge Acquisition, Natural
Language Processing, Ontology Learning.

1 Introduction

Since the legal domain is strictly dependent on its own textual nature, a method-
ology for knowledge extraction should take into account a combination of theo-
retical modelling and text analysis. Such a methodology expresses, in a coherent
way, the links between the conceptual characterization, the lexical manifestations
of its components and the universes of discourse that are their proper referents.
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The aim of this article is, therefore, to set out, through a description of some
of the projects that have been implemented, the methodological routes for con-
structing legal ontologies in applications that, due to the tasks they intend to
achieve, should maintain a clear reference to texts. The article is structured in
the following way: in Section 2 we analyse the interconnections between lan-
guage and law and the semantic relations among levels of the legal discourse; in
Section 3 we outline the methodological issues inspiring the implementation of
the DALOS knowledge modelling and the approach of knowledge acquisition
from legal texts; in Section 4 a complementary method for ontology learning is
presented dealing with a legal rule learning approach; finally, in Section 5 we
comment on the lessons we have learnt.

2 Language and Law

There is a strict connection between law and language, characterised by the
coexistence of two autonomous but structurally similar systems: both are en-
dowed with rules that underlie the construction of the system itself, that guide
its evolution and guarantee its consistency. Both are conditioned by the social
dimension in which are placed, whereby they dynamically define and fix their
object in relation to a continually evolving social context.

Law is strictly dependent on its linguistic expression: it has to be communi-
cated, and social and legal rules are mainly transmitted through their written
(and oral) expression. Even in customary law there is almost always a phase
of verbalisation that enables it to be identified or recognised; even if the law
cannot be reduced to language that expresses it, nonetheless, it cannot escape
its textual nature.

Another characteristic of law is that it is expresses through many levels of
discourse:

– the legislative language is the “object” language because it is the principal
source of positive law that, in its broad sense, also includes contracts and
so-called soft law; the constitutive force of written sources originates from
the stipulative nature of legislative definitions, that assign a conventional
meaning of legal concepts in relation to the domain covered by the law that
contains them.

– Judges interpret legal language in an ‘operative’ sense to apply norms to
concrete cases: the main function of judicial discourse lies, therefore, in pop-
ulating the extensional dimension of the object language, instantiating cases
throughout judicial subsumption. This involves the linking of general and
abstract legislative statements to their linguistic manifestation, or, in others
words, the mapping of legal case elements to the kinds of descriptions that
may classify them.

– the language of dogmatics is a reformulation of legislative and jurisprudential
language aimed at the conceptualisation of the normative contents. Although
it is a metalanguage with respect to legislative and judicial language, it is
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still based on the analysis of the universe of discourse and it is dependent
on specific normative systems.

– At a more abstract level, legal theory expresses the basic concepts, the sys-
temic categories common to (almost) all legal systems (for example, duty,
permission, right, liability, sanction, legal act, cause, entitlement etc.). Le-
gal theory may, therefore, be constructed as a formal and axiomatic system,
made up of concepts and assertions in the theory, whose truth is based not
on a semantic model of reality, but on syntactic rules, derived from infer-
ential, deductive resoning whose scope is explaining positive legal systems
[19].

– At the highest level of abstraction, the role of philosophy of law is to ex-
press both general principles and value judgements, as well as their ordering
criteria.

At the (meta)theoretical level, the border between legal theory and dogmatics
may be seen as a genus/species relationship, or as a semantic relation between
a logical theory and its models; legal theory has an explanatory and prescrip-
tive function (in the broad sense) because it constructs concepts independently
of the normative enunciations and interpretative operations, while the concep-
tual models of dogmatics arise from the analysis of legal texts, which produces
interpreted knowledge.

One of the most obvious areas that demonstrate this distinction is the creativ-
ity of legal translation, perched halfway between term equivalence and concept
comparison. Legal terminology used in the various legal systems, both European
and non-European, expresses not only the legal concepts which operate there,
but further reflects the deep differences that exist between the various systems
and the different legal perspectives of the lawyers in each system. Given the
structural domain specificity of legal language, we cannot speak about “trans-
lating the law” to ascertain correspondences between legal terminology in various
languages, since the translational correspondence of two terms satisfies neither
the semantic correspondence of the concepts they denote nor the requirements
of the different legal systems.

Transferred into the computational context, the boundary between the con-
ceptualisations of legal theory and legal concepts built by dogmatics becomes
purely methodological. The former entities, the kernel legal concepts, are mod-
elled in the so-called core ontologies, while the latter provide content to do-
main ontologies, conceived as a possible, non-exclusive interpretation of linguistic
objects.

These peculiarities should be taken into account while designing a methodol-
ogy for ontology construction in the legal domain. They are also relevant for the
combination of linguistic and ontological knowledge, in order to best reformulate
the process of pure legal scholar conceptualization in a computational context,
strongly based on legal language analysis. A general methodology for meaning
extraction must be set up within a modular architecture, where different aspects
refer to specific analytic models and appropriate Natural Language Processing
(NLP) tools.
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3 Legal Ontology Construction

Legal ontologies are increasingly becoming a popular field of research, as testified
by the list of existing ontologies built for the legal domain which is growing
rapidly over the years (for an extensive survey of existing legal ontologies, see
[52], [13]). They differ in their purpose or subject-matter, they exhibit varying
degrees of generality, formality or richness of internal structure; other relevant
differences reflect the methodologies followed for their development, as well as
the tools and knowledge representation language used.

Among these different parameters for classifying ontologies, a particularly
interesting but often neglected one, deserving, in our opinion, specific attention,
concerns the construction process: how was the ontology built? Unfortunately, as
pointed out by Paslaru and Tempich [39] in a survey regarding several aspects of
ontology development (i.e., methodology and tools used), it appears that “only
a small percentage of ontology–related projects follow a systematic approach to
ontology building, and even less commit to a specific methodology. Most of the
projects are executed in an ad–hoc manner”. Most developers do not offer an
account of the followed methodological steps, and even when this is the case,
it turns out that an ad hoc rather than an established methodology has been
followed. This cannot be considered a marginal issue, because it has consequences
at different levels on the final result of the construction process.

In this section, we would like to address the methodological issue of how a
legal ontology ought to be built. In particular, in Section 3.1 we discuss gen-
eral methodological issues associated with the construction of an ontology and
introduce our approach to legal ontology building. The proposed approach will
be illustrated in detail through its implementation within the European DALOS
project (in Section 3.2).

3.1 Approaches to Ontology Design and Development

In principle, two different approaches can be recognized as far as the construction
of ontologies is concerned: top–down and bottom–up.

In a top–down approach, ontology construction starts by modelling top level
concepts, which are then subsequently refined. This approach is typically carried
out manually by domain experts and leads to a high–quality engineered ontology.
On the other hand, a bottom–up approach to ontology construction starts from
the assumption that most concepts and conceptual structures of the domain, as
well as the terminology used to express them, are contained in documents. In this
approach, the terminological and conceptual knowledge contained in document
collections is semi–automatically extracted from texts, thus creating the basis
for ontology construction.

There are pros and cons connected with both approaches. Among the advan-
tages usually associated with the top–down construction approach there is the
fact that top–down ontologies may be reused across different application scenar-
ios, and can serve as a starting point for developing new ontologies. Among the
drawbacks typically associated with top–down ontologies it is worth to mention
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here that they necessarily require an expert–based approach. Their development
is costly in terms of both time and effort. Due to this fact, their coverage is
typically rather restricted, and this is a disadvantage when they are used in the
framework of real knowledge management applications. Other central problems
connected with a top–down approach are the linking of textual information to
the ontology, which requires linguistic knowledge about the terminology used to
convey domain–specific concepts. Furthermore, there is the highly dynamic and
constantly evolving nature of ontologies in different domains, including the legal
one, which continuously need to be updated and refined.

When compared with top–down ontology construction, bottom–up approa-
ches have the main advantage of making it possible to discover ontological
knowledge at a larger scale and a faster pace; they can also be of some help
for detecting and revising human–introduced biases and inconsistencies. More-
over, bottom–up approaches can support the refining and expanding of existing
ontologies by incorporating new knowledge emerging from texts. Another crucial
aspect is concerned with the fact that they create the prerequisites for the align-
ment between the ontology and texts: with ontologies boostrapped from texts
the linking with textual information is made easier. Among the cons usually
ascribed to this class of approaches, there is the fact that a bottom–up approach
results in a very high level of detail which makes it difficult to spot commonality
between related concepts and increases the risk of inconsistencies [51].

This short characterization of the top–down and bottom–up approaches to on-
tology construction shows their complementarity. Preferring one approach over
the other means ignoring complementary information that can help creating
a better product. This fact is more and more acknowledged in the literature,
where it is claimed that any comprehensive domain ontology needs work from
top–down and bottom–up. Only by proceeding in this way, the resulting ontol-
ogy reflects domain knowledge and is at the same time anchored to texts. From
a general perspective, this is explicitly claimed by Uschold and Grüninger [51],
who include among their guidelines for ontology construction and merging the
so–called “middle–out approach”, based on the combination of top–down and
bottom–up ontology modelling. More recently, scholars advocating a middle–
out approach to ontology construction started explicitly mentioning the “sup-
port of automatic document analysis” through which relevant lexical entries
are extracted semi–automatically from available documents (see, for instance,
[49]). The (semi–)automatic support in ontology development is nowadays re-
ferred to as “ontology learning”. Ontology learning represents a promising line
of research which is concerned with knowledge acquisition from texts as a basis
for the construction and/or extension of ontologies, and in which the learning
process is typically carried out by combining NLP technologies with machine
learning techniques. Ontology learning is attracting increasing attention as a
way to support the task of developing and maintaining ontologies [11] [12].

In the legal domain, the number of ontologies being constructed is rapidly
increasing. Most of them still focus on an upper level of concepts and were
mostly hand–crafted in a top–down manner by domain experts on the basis of
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insights from legal theory. More recently, there have been few ontology learning
experiments focused on concepts extraction as a primary step of the ontology
development process. Among them it is worth mentioning here: the work on
definitions in a large collection of German court decisions by [54] [55]; the ex-
traction of domain relevant terminology from normative texts on the basis of
which domain relevant concepts are derived together with relations linking them
(see, [32], [33], [34]). To our knowledge, relatively few attempts have been made
so far to build legal ontologies following a middle–out approach: this is the case,
for instance, for the LKIF Core ontology [29], the lexical ontology LOIS [50] [40],
the Ontology of Professional Judicial Knowledge [13], and the DALOS ontology
[22], where only the latter two appear to resort to ontology learning techniques as
far as the bottom–up acquisition process is concerned [41]. Last but not least, a
kind of middle–out approach to legal ontology construction is proposed by Saias
and Quaresma [46], who exploit NLP tools in order to identify and extract legal
concepts and properties: the new domain ontology bootstrapped from texts is
then integrated and merged with an externally defined upper foundational legal
ontology, with the result of creating a new domain ontology combining low–level
concepts with top–level ones.

On the basis of what has been said so far, we believe that the most promis-
ing way to build legal ontologies is through the integration of top–down and
bottom–up approaches. Such an integrated approach leads to accurate ontol-
ogy construction, which cannot be achieved by either bottom–up or top–down
approach alone. This is particularly true in the legal domain, where ontology
construction should follow insights provided by legal theory but at the same
time should guarantee textual grounding. Although it is a widely acknowledged
fact that ontology building is primarily concerned with the definition of concepts
and relations holding between them, it should also include the extraction of lin-
guistic knowledge about the terms used in texts to convey a specific concept,
and their relations such as synonymy. In the following section, we will detail
how bottom–up and top–down approaches to ontology construction have been
combined together into a single construction process in the framework of the
DALOS project.

3.2 Knowledge Modelling in the DALOS Project

DALOS1 was a project launched within the “eParticipation” framework, the
EU Commission initiative aimed at promoting the development and use of In-
formation and Communication Technologies in the legislative decision–making
processes. The aim of this initiative was to foster the quality of the legislative
production, to enhance accessibility and alignment of legislation at European
level, and to promote awareness and democratic participation of citizens in the
legislative process.

In particular, DALOS aimed to ensure that legal drafters and decision–makers
have control over the legal language at national and European level, by providing

1 DrAfting Legislation with Ontology–based Support.
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law–makers with linguistic and knowledge management tools to be used in the
legislative processes, in particular within the phase of legislative drafting. To
this specific end, a knowledge resource was designed and implemented within
the project, the DALOS Knowledge Organization System (KOS).

The DALOS KOS is organized in two layers:

– the Ontological layer, containing the conceptual modelling at a language-in-
dependent level;

– the Lexical layer, containing multi–lingual terminology conveying the con-
cepts represented at the Ontological layer.

Concepts at the Ontological layer are linked by taxonomical as well as object
property relationships (e.g.has object role, has agent role, has value, etc.).
On the other hand, the Lexical layer aims at describing the language–dependent
lexical expression of the concepts contained in the Ontological layer. At this level,
lexical units can be linked through linguistic relationships such as synonymy,
hypernymy, hyponymy, meronymy, etc.

In the DALOS KOS, the two layers are connected by relationships mapping
concepts to their linguistic counterpart, i.e. terms: this mapping is implemented
through the hasLexicalization relationship, which from a monolingual per-
spective maps a given concept to the term(s) expressing it, whereas from a
cross–lingual perspective it maps a given concept to the multilingual termino-
logical variants conveying it.

In this two–layer architecture, the Ontological layer acts as a layer that aligns
concepts at the European level, independently from the language and the legal
order, where possible. Moreover, the Ontological layer allows to reduce the com-
putational complexity of the problem of multilingual term mapping (N–to–N
mapping). Concepts at the Ontological layer act as a “pivot” meta–language in
an N–language environment, allowing the reduction of the number of bilingual
mapping relationships from a factor N2 to a factor 2N . Entries and relation-
ships at both levels are described by exploiting the expressiveness of RDF/OWL
semantic Web standards.

The two–level knowledge architecture is illustrated in Figure 1, where it can
be noticed that the Ontological layer provides a detailed semantic description of
the defined concepts and their relationships and properties, and the Lexical layer
describes its linguistic counterpart through the domain terms and the linguistic
relationships linking them.

The terms at the Lexical layer are linked by different types of linguistic re-
lationships: for instance, the English term supplier is linked to its hyponyms
supplier of goods and supplier of services as well as to its Italian translation
equivalent fornitore. Another type of lexical relationship, so–called fuzzynym,
appears to hold between the terms consumer and supplier : such a relationship
refers to a wider associative relation linking words which may share a number
of salient features (in the case at hand, of being involved in a commercial trans-
action) without being necessarily semantically similar. At the Ontological layer
the defined concepts are linked through different types of relationships, namely
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Fig. 1. Knowledge Organization System (KOS) of the DALOS resource

subClassOf (such as the one holding between the Supplier and Legal role
concepts) and has agent role (linking the Commercial transaction con-
cept to the Supplier one). It is interesting to note that the semantic relatedness
between the terms supplier and consumer captured by the fuzzynym relationship
at the lexical level is assigned an explicit semantic interpretation at the onto-
logical level, where it can be noticed that the corresponding concepts a) relate
as agents to the Commercial transaction concept, and b) are subclasses of
the Legal role concept.

The DALOS KOS was built following the middle–out approach sketched in
Section 3.1. In particular, the DALOS KOS construction was articulated into
three main lines of activity:

1. the top–down construction of a (core) domain ontology;
2. the semi–automatic extraction of terminology from domain corpora in differ-

ent languages by using Natural Language Processing technologies combined
with Machine Learning techniques;

3. the refinement of the Ontological and Lexical layers and well as the linking
between the two, driven by the terminological and ontological knowledge
extracted from the domain corpora.

Whereas the first activity line refers to a top–down process carried out manually
by domain experts, the second one corresponds to a bottom–up process aimed
at boostrapping the domain terminology from legal document collections. The
third activity line refers to the linking of the Ontological layer and the Lexical
layer as well as to the refinement of both of them on the basis of the lexical
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and ontological knowledge bootstrapped from texts. It is at this level that the
results of the top–down and bottom–up processes are combined together through
an incremental process. For instance, the results of the term extraction process
can play an important role by suggesting ontology concepts which were not
originally included in the top–down ontology. In principle, the reverse could also
hold, in the case where no terms have been acquired that denote some of the
concepts included in the Ontological layer.

In what follows, the three activity lines will be illustrated in detail, with
particular emphasis on their interaction. Note that for the DALOS case study
the “consumer protection” domain has been selected.

Construction of the DALOS Domain Ontology. The Ontological layer of
the DALOS resource is aimed at providing an alignment of concepts at language-
independent level. It acts not only as a pivot structure for language-dependent
lexical manifestations, but it provides an ontologically characterized description
of the chosen domain in terms of concepts and their relations, exploiting the
expressiveness and reusability of the RDF/OWL semantic Web standards for
knowledge representation. This allows also to validate the developed knowledge
resource with respect to existing foundational or core ontologies.

As discussed above, the Ontological layer is the result of an intellectual ac-
tivity aimed at describing the consumer protection domain, chosen for the pilot
case. Within the project constraints, an intellectual approach has been chosen
to manually capture ontological relations between concepts, relying on expert
judgment.

Classes and properties have been implemented on the basis of the termino-
logical knowledge extracted from the chosen Directives on consumer protection
law, in particular from the “definitions” contained, maintaining coherence to
the design patterns of the Core Legal Ontology (CLO)2 [25] developed on top
of DOLCE foundational ontology [36] and the “Descriptions and Situations”
(DnS) ontology [24] [35] within the DOLCE+ library3. The DALOS ontology
covers the entities pertinent to the chosen domain and their legal specificities.
In this knowledge architecture the role of a core legal ontology is to provide
entities/concepts, which belong to the general theory of law, bridging the gap
between domain-specific concepts and the abstract categories of formal upper
level or foundational ontologies such as, in our case, DOLCE.

As regards domain-specific concepts, the DALOS Ontological layer is designed
to stress the distinction identified by the “Descriptions and Situations” ontology,
extended by CLO within the legal domain, between intensional specifications like
norms, contracts, roles, and their extensional realizations in the same domain,
such as cases, contract executions, and agents. This distinction is formally cap-
tured by the so called Norm ↔ Case design pattern [26] (CODeP4). According
to the Norm ↔ Case CODeP, intensional specifications like norms use tasks,
roles, and parameters, while extensional realizations like legal cases conform to
2 http://www.loa-cnr.it/ontologies/CLO/CoreLegal.owl
3 DOLCE+ library, http://dolce.semanticweb.org
4 Conceptual Ontology Design Pattern.
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norms when actions, objects and values are classified by tasks, roles, and param-
eters respectively. The matching is typically performed when checking if each
entity in a legal fact is compliant to a concept in a legal description [26].

The distinction stressed by DALOS is strictly linked to the activity of legisla-
tive drafting addressed by the project. Apart from more technical provisions like
‘amendments’ on existing norms, legislative drafting can in fact be considered
as an activity that creates norms on generic situation descriptions, qualifying
them by, for example, deontic terms [29]. According to CLO, this activity deals
with descriptions (intensional specifications) of generic situations (also called
“situational frameworks” in [29]), giving them a normative perspective. For ex-
ample the Directive 97/7/EC of 20 May 1997, at Art. 7 paragraph 1 states that
“Unless the parties have agreed otherwise, the supplier must execute the order
within a maximum of 30 days from the day following that on which the consumer
forwarded his order to the supplier”. This states that, unless differently agreed,
the generic situation in which the supplier executes an order to the consumer,
following a consumer request, is obliged, and this obligation has to be satisfied
within a maximum of 30 days from the consumer request.

A normative perspective on generic situations is the result of the legislative
drafting activity; it results in legislative text paragraphs grouped into articles,
which can be semantically qualified as provisions [7], i.e. fragments of a regula-
tion (for example an obligation for a role with respect to a task).

A support for legislative drafting can therefore include: 1) a taxonomy of
provision types able to give a normative perspective to generic situations; 2) a
knowledge resource supporting the description of generic situations in a specific
domain, as well as giving an ontological perspective on entities involved in such
situations [9]. The DALOS Ontological layer aims at representing this second
kind of knowledge resource, tailored to the consumer protection domain pilot
case.

Fig. 2. Excerpt of the DALOS Ontological Layer
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The Ontological layer is therefore populated by the conceptual entities, which
characterize the consumer protection domain. The first assumption is that all
concepts defined within consumer law are representative of the domain, and, as
a consequence, that several concepts used in the definitional contexts pertain to
the ontology as well, representing the basic properties or, in other words, the
‘intensional meaning’ of the relevant concepts. Similarly, the Ontological layer
contains generic situations having a legal relevance in the chosen domain.

Such domain-specific concepts are classified according to more general notions,
imported from CLO, such as Legal role and Legal situation. Examples
of some concepts obtained by the definitions from the consumer law domain
are Commercial transaction, Consumer, Supplier, Good, Price. The
specific roles they play ([35]) are illustrated in Fig. 2.

On the other hand, the main entities derived from CLO are axiomatized,
disjoint classes, characterized by meta properties, such as Identity, Unity and
Rigidity. The most relevant distinction is between Roles (anti-rigid) and Types
(which are rigid). Roles, according to [35], are anti-rigid since they are “prop-
erties that are contingent (non-essential) for all their instances”. Types on the
other hand can play more roles at the same time. For instance, a legal subject
(either a natural or artificial person) can be a seller and a buyer. Domain-specific
requirements are expressed by restrictions over ontological classes, for instance
by defining Consumer as a role that can be played by Natural person only.

The first version of the DALOS Ontological layer contains 121 named classes
with necessary & sufficient definitions, implemented in the OWL-DL language.

Terminology Extraction in the DALOS Project. Term extraction is the
first and most–established step in ontology learning from texts. Terms are surface
realisations of domain–specific concepts and represent, for this reason, a basic
prerequisite for ontology construction as well as more advanced ontology learning
tasks. In principle, they need to be recognized whatever the surface form they
show in context, irrespectively of morpho–syntactic and syntactic variants. A
term can be a common noun as well as a complex nominal structure with mod-
ifiers (typically, adjectival and prepositional modifiers). Term extraction thus
requires some level of linguistic pre–processing of texts.

In the DALOS project, term extraction was performed on the English and
Italian parts of the DALOS consumer law multi–lingual corpus, including Direc-
tives, Regulations and case law on protection of consumers’ economic and legal
interests. The corpus was built by legal experts and includes 16 Directives and
42 Case Law texts, a total of 292,609 Italian and 273,667 English word tokens.

Term extraction was performed with two different acquisition systems, which
were used for dealing with English and Italian texts respectively. For English,
GATE5 [15] was used, a framework for language engineering applications, which
supports efficient and robust text processing. GATE uses NLP based techniques
to assist the knowledge acquisition process for ontological domain modelling,
applying automated linguistic analysis to create ontological knowledge from

5 http://www.gate.ac.uk
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textual resources, or to assist ontology engineers and domain experts by means of
semi-automatic techniques. For Italian, T2K (Text–to–Knowledge)[16] [34] was
used, a hybrid ontology learning system combining linguistic technologies and
statistical techniques.

In both cases, term extraction was carried out on the results of a linguistic
pre–processing stage, in charge of enriching the original corpus with valuable lin-
guistic information, which is added to the text by means of annotations, in turn
used in the subsequent analysis stages. The linguistic pre–processing modules
are in charge of:

1. tokenisation of the input text;
2. sentence splitting, segmenting the text into sentential units;
3. morphological analysis (including lemmatisation);
4. part of speech tagging;
5. shallow syntactic parsing (so–called “chunking”).

The starting point of the term extraction process is different for the two systems:
whereas term extraction in GATE is perfomed against the pos–tagged text (i.e.
the output of step 4 above), T2K starts from the shallow parsed text (step 5).
To be more concrete, for what concerns English, term candidates are extracted
from the text by first selecting either individual pos–tags or sequences of part of
speech tags constituting noun phrases, as exemplified below:

– noun (e.g. creditor, product);
– adjective–noun (e.g. current account, local government);
– noun–noun (e.g. credit agreement, product safety);
– noun–preposition–adjective–noun (e.g. purchase of immovable property,

principle of legal certainty);
– noun–preposition–noun–noun (e.g. cancellation of credit agreement, settle-

ment of consumer dispute).

For Italian texts, candidate terms are identified in the shallow parsed texts on
the basis of a set of chunk patterns encoding syntactic templates of candidate ei-
ther simple or complex terms. For what concerns the latter, chunk patterns were
defined to cover the main modification types observed in complex nominal terms:
i.e. adjectival modification (e.g. organizzazione internazionale ‘international or-
ganisation’), prepositional modification (e.g. commercializzazione di autovetture
‘marketing of cars’), including more complex cases where different modification
types are compounded (e.g. commercio di prodotti fitosanitari ‘trade of fitosan-
itary products’). The set of chunk patterns used to identify candidate complex
terms was tailored to meet the specific needs of the legal domain, characterised
by the frequent use of deep PP-attachment chains including a high number of
embedded prepositional chunks [53].

Having identified both single and multi–word term candidates from texts, the
following step consists in filtering through the candidates to separate terms from
non–terms. This step involves the use of statistically–based measures to compute
whether and to what extent a term candidate qualifies as a terminological unit.
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In the literature, measures for identifying terms range from raw frequency to
Information Retrieval measures such as Term Frequency/Inverse Document Fre-
quency (TF/IDF) [45], the C/NC–value method [23], and lexical association
measures such as log likelihood [17], mutual information, or entropy.

In GATE term filtering was perfomed on the basis of the TF/IDF measure,
a technique widely used in information retrieval and text mining taking into
account term frequency and the number of documents in the collection, and
yielding a score that indicates the salience of term candidates for each document
in the corpus. All term candidates with a TF/IDF score higher than an empir-
ically determined threshold have been selected: in the DALOS case, a TF/IDF
threshold value of 5 yielded 3000 selected terms.

T2K adopts a different term filtering strategy. If on the one hand single terms
are identified on the basis of raw frequency in the source document collection
(after discounting stop–words), on the other hand multi–word terms are selected
on the basis of the log–likelihood measure, an association measure that quan-
tifies how likely the constituents of a complex term are to occur together in a
corpus if they were (in)dipendently distributed, where the (in)dependence hy-
pothesis is estimated with the binomial distribution of their joint and disjoint
frequencies. The lists of acquired potential single and complex terms are then
ranked according to raw frequency and the associated log–likelihood ratio re-
spectively. The selection of the final set of terms (both single and complex ones)
requires some threshold tuning, depending on the size of the document collection
and the typology and reliability of expected results. In T2K, thresholds define
a) the minimum frequency for a candidate term to enter the lexicon, and b)
the overall percentage of terms that are promoted from the ranked lists. For
the DALOS corpus, we adopted the following thresholds: minimum frequency
threshold equal to 5 for both single and complex terms; selected single terms
cover the topmost 20% in the ranked list, whereas selected multi–word terms
correspond to the topmost 70% of the ranked list of candidate complex terms.
With this configuration, we obtained a term list of 1,443 terms (both single and
multi–word terms), of which 1,168 are multi-word terms of different complexity
corresponding to the 80% of the acquired term list.6

Evaluation of acquired English and Italian term lists was carried out with
respect to a subset of 56 of the European Union Legal Concepts (EULG concepts)
from LOIS (see [40] and [37] for the complete list) which were selected as a gold
standard. The selection of these EULG concepts was based on the fact that
they are explicitly listed and defined in the directives included in the DALOS
corpus, and are therefore considered to play an important role in their conceptual
characterization. Achieved results are promising in both cases: for English, the
percentage of correctly acquired terms with respect to all terms appearing in the
gold standard terminology is 73.2%, for Italian 80.69%.

6 This peculiar distribution of single vs complex terms follows from the fact that
multi–word terms appear to cover the vast majority of domain terminology (85%
according to [38]).
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For Italian, another evaluation type was carried out, to assess the precision of
acquired results, calculated as the percentage of correctly acquired terms with re-
spect to all acquired terms. Automatically acquired terms were evaluated against
two reference resources, namely the Archivio DoGi (Dottrina Giuridica)7 and
JurWordNet [24], containing respectively 9,127 keywords and 5,353 lemmata;
note that these resources could not be used for an evaluation in terms of re-
call (calculated as the percentage of correctly acquired terms with respect to all
terms in the reference lexicon) due to their wider coverage, which is not limited
to the selected domain. By considering both full and partial8 matches, the ob-
served precision corresponds to 85.38%, with only 14.62% cases of non–matching
terms. Manual inspection of non–matching cases showed that only 6.1% of the
cases were to be considered as real errors.

Semi–automatic Refinement and Linking of the Ontological and Lex-
ical Layers. The result of the first two activity lines consists of a hand–crafted
core domain ontology and of multilingual term lists. It goes without saying that,
when considered separately, the two results cannot effectively be used to sup-
port legal knowledge management applications. Only the linking of the domain–
specific terms extracted from texts to their description in the ontology provides
a usable platform for semantic interpretation of textual information. In this sec-
tion, we will briefly illustrate the strategy followed within the DALOS project for
term to concept mapping, where the results of the bottom–up acquisition pro-
cess are used both to define the mapping between the Lexical and Ontological
layers and to refine the already defined ontology.

First, acquired terms were carefully evaluated by domain experts and linked
to the concepts they express in the top–down ontology. It may be the case that
newly acquired terms do not find a counterpart at the ontological level; if judged
as relevant by domain experts, the ontology is revised accordingly.

However, term extraction is not the only contribution of bottom–up ap-
proaches to ontology construction. Extracted terms need to be organized into
proto–conceptual relational structures, for them to be exploited in the ontology
refinement by domain experts. At this level, different types of relations linking
acquired terms can be discovered, based on their distribution in texts.

Starting from the lists of acquired English and Italian terms, different types of
lexical relations holding between them were extracted. Acquired relations were in
turn used to model and refine the Ontological layer, both at the level of defined
concepts and of the relationships linking them.

First, for both English and Italian, the acquired terms were organized into
fragments of taxonomical chains, whereby terms such as time–share contract,

7 http://nir.ittig.cnr.it/dogiswish/

dogiConsultazioneClassificazioneKWOC.php
8 Partial matches refer to the following cases: a) the same term appears both in the

extracted termbank and in the gold standard resource under different prototypical
forms; b) the gold reference resource contains a more general term whereas the
extracted list includes one of its hyponyms; c) the gold reference resource contains
a more specific term with respect to the extracted list which includes its hypernym.
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credit contract and consumer contract were classified as co–hyponyms of the
general term contract. In both cases, taxonomical relationships between terms
(typically, single and multi–word terms) were reconstructed by exploiting the
internal structure of noun phrases [10]: under this approach, a taxonomic relation
is acquired as holding between a single term and all complex terms with this term
as the headword.

For English, a second acquisition technique has been experimented with, based
on Hearst patterns [28], i.e. a set of lexico–syntactic patterns typically convey-
ing information about hyponymic relations in unrestricted texts. Consider the
following example pattern, i.e. “NP such as (NP,)* (or—and) NP” where NP
stands for a Noun Phrase and the regular expression symbols have their usual
meanings, matching the following context: advertising and marketing practises,
such as product placement, brand differentiation or the offering of incentives . . . .
From contexts like this one it is possible to acquire hyponymic relations such
as the one holding between the term product placement and the more general
term advertising and marketing practices. Taxonomical relations acquired with
this technique are not limited to head–sharing terms only. Typically, with this
technique a high level of precision can be achived, but quite low recall [14].
Unfortunately, this turned out not to be the case with the DALOS corpus; as
reported in [41], Hearst patterns appear very rarely in legal corpora.

The identification of taxonomic relations between terms allows the ontology
engineer to create concept hierarchies that represent the backbone of the on-
tology under construction. These linguistic relations can then be reformulated
in terms of ontological relations, by means of the OWL SubClassOf relation.
Examples from the DALOS ontology are:

DistanceContract SubClassOf Contract
CommercialActivity SubClassOf Activity

whose linguistic counterpart (namely, distance contract is hyponym of contract
and commercial activity is hyponym of activity) has been extracted from both
the English and Italian corpora.

Yet, taxonomic relations do not exaust the typology of linguistic relations
holding between terms which can be automatically extracted from running texts.

For Italian, T2K also acquires clusters of semantically related terms on the
basis of distributionally–based similarity measures [1]: following this approach,
two terms are semantically related if they can be used interchangeably in a sta-
tistically significant number of syntactic contexts. For all terms (both single and
complex ones) in the acquired list, we extracted a set of 1,071 semantically re-
lated terms referring to 238 terminological headwords. Clusters of automatically
acquired semantically related terms are exemplified below:

disposizioni ‘provision’

norme, disposizioni legislative, decisione, atto, prescrizioni

legge ‘law’

regolamento, protocollo, accordo, statuto, amministrazioni comunali
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pubblicità ingannevole ‘misleading advertisement’

pratiche commerciali, procedimento, pubblicità comparativa, clausole abusive,

pubblicità

It should be appreciated that in these clusters of semantically related words
different classificatory dimensions are inevitably collapsed; they include not only
quasi–synonyms (as in the case of disposizioni ‘provision’ and norme ‘regula-
tions’), hypernyms and hyponyms (e.g. pubblicità ‘advertisement’ and pubblicità
ingannevole ‘misleading advertisement’), but also looser word associations. As
an example of the latter we mention the relation holding between legge ‘law’
and amministrazione comunale ‘municipal administration’, or between comitato
‘committee’ and membri ‘members’.

Acquired clusters of semantically related words can be usefully exploited for the
linking between the Lexical and Ontological layers as well as for refining the Lexi-
cal and Ontological layers of the DALOS KOS. At the lexical level, whenever possi-
ble semantic relatedness between words detected through distributionally–based
measures is encoded in terms of lexical paradigmatic relationships such as syn-
onymy, hyponymy/hypernymy, meronymy, antonymy, etc. Remaining relations,
which should rather be ascribed to a generic syntagmatic relatedness between
words (due to any kind of functional relationship or frequent association), have
been encoded in the Lexical layer of DALOS KOS in terms of a rather vague re-
lationship, so–called fuzzynym (see Figure 1). For what concerns the Ontological
layer, acquired relations have been carefully evaluated by domain experts and en-
coded in terms of new classes and/or properties (see Figure 1 and its discussion
above).

For what concerns English, experiments have been carried out with respect
to two syntagmatic relation types, namely a) verbal complementation patterns
and b) syntagmatic relations detected through association measures.

Verbal patterns typically reflect lexicalized semantic relations between its ar-
guments. In order to investigate the nature of the semantic contribution from
verbal patterns the user needs to be enabled to browse a text according to pre-
defined patterns. Patterns defined in the GATE interface can consist of any type
of text annotation that has been added in GATE, e.g. part of speech, string
value, lemma etc. The corpus indexing and querying tool in GATE, called AN-
NIC (ANNotations In Context) [3], allows the evaluator to enter search patterns
over text annotations, and detect semantic relations between ontology elements
at the fine-grained text level. As proof of concept, the following simple pattern
was defined, which identifies pairs of elements from the DALOS ontology that
are mentioned in the texts as verb arguments. The surface representation re-
stricts the verb context to a two-token window on either side.

DalosConcept(Token)*2Token.category==“VERB”(Token)*2 DalosConcept

A graphical user interface allows the user to query a corpus and inspect the
results from the query. The screenshot in Figure 3 below illustrates how the
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Fig. 3. Snapshot of ANNIC functionality

results are displayed in the GATE interface. Annotations over spans of text are
displayed as rows with coloured blocks indicating part of speech, string and
DalosConcept. Contexts to the left and right of the text matching the search
pattern are displayed at the bottom.

Using this query, 56 patterns were extracted, of which 37 (66%) were evalu-
ated as deserving expert attention. For example:

NaturalPerson conclude Contract with Seller or Supplier
NaturalPerson buy Product
Seller/Supplier dissolve Contract
Consumer enter into CreditAgreement

For what concerns the second experiment, pointwise mutual information (PMI)
is a well-known technique that measures the mutual dependence of the two
variables as an expression of a syntagmatic relation. It is commonly used as
a significance function for the computation of collocations in corpus linguistics
[48], measuring the statistically-based strength of relatedness through colloca-
tion within the same document. Overall, forty PMI relations were found between
existing concepts from the DALOS ontology after matching DALOS ontology la-
bels onto textual elements. Nine (22.5%) of the forty are not connected by any
relation or concatenation of relations in the ontology. Consider, for instance, the
following pairs with their associated PMI value:

ConsumerGoods ConsumerProtection 4.10099
ConsumerProtection Consumer 3.37321
FinancialService Supplier 2.56943

It turned out that 77.5% of the extracted MI relations are already attested
in the ontology. The 22.5% of the MI pairs without ontological confirmation
make ontological sense in that they express fine–grained relations that should be
expertly evaluated for inclusion into the ontology, and linked to existing ontology
elements by means of existing or new object properties. In general, the significant
overlap between pointwise mutual information results and existing ontological
relations indicate the relevance of such a measure for ontology acquisition.
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From the work discussed so far, it should be clear that automatic knowledge
acquisition cannot be seen as a stand–alone method for ontology creation, re-
finement, expansion and population, but rather as a support to the engineering
activity of domain experts. In this section, we have shown how the results of
text–driven knowledge extraction, which is just a phase in the ontology devel-
opment cycle, can be used for the manual development, refinement or extension
of domain ontologies.

4 Legal Rules Learning

In this section an approach to knowledge acquisition in the legal domain is
presented, which is complementary to the DALOS methodology.

Domain ontologies assume a specific importance in the legal domain since they
provide knowledge, in terms of concepts and their relationships, on scenarios ad-
dressed by legal rules, expressed in legal texts. Domain concepts addressed by legal
rules are particularly relevant for the legal domain. In fact, in this domain users
are mainly interested in accessing concepts regulated by norms. They look for legal
reasoning and consultancy support, as, for example, instruments to check compli-
ance with procedures with respect to specific statutes and regulations.

The approach presented in this section addresses the identification of do-
main concepts addressed by legal rules, as derived from knowledge extraction
techniques, aimed at legal rules learning from legislative texts. The extracted
domain concepts as well as the established relationships can represent a starting
point for the implementation of domain ontologies.

An approach to support the acquisition of legal rules contained in legislative
documents has been recently proposed [8] [21]. It is based on a semantic model
for legislation and implemented by using knowledge extraction techniques over
legislative texts. This methodology is targeted at providing a contribution to
bridge the gap between consensus and authoritativeness in legal rule representa-
tion, because it contributes to reaching consensus by limiting human intervention
in the descrituion of legal rules, which are extracted from authoritative texts as
the legislative ones.

The proposed approach to legal knowledge acquisition is based on learning
techniques targeted at extracting legal rules from text corpora. Legal rules are
essentially “speech acts” [47] expressed in legislative texts regulating entities of
a domain: their nature therefore justifies an approach aimed at the analysis of
such texts. Therefore, the proposed knowledge acquisition framework is based
on a twofold approach:

1. Knowledge modelling: definition of a semantic model for legislative texts able
to describe legal rules;

2. Knowledge acquisition: instantiation of legal rules through the analysis of
legislative texts, being driven by the defined semantic model.

This approach traces a framework which combines top-down and bottom-up
strategies: a top–down strategy provides a model for legal rules, while a bottom-up
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strategy identifies rules instances from legal texts. The bottom–up knowledge ac-
quisition strategy in particular can be carried out manually or automatically. The
manual bottom-up strategy consists, basically, of an analytic effort in which all the
possible semantic distinctions among the textual components of a legislative text
are identified. On the other hand, the automatic (or semi-automatic) bottom-up
strategy performs the previous activities with support from automatic tools that
are able to classify rules, according to the defined model, and identify the involved
entities.

The knowledge model proposed in this work reflects this orientation and is
organized into the following two components:

1. Domain Independent Legal Knowledge (DILK)
2. Domain Knowledge (DK)

DILK is a semantic model of Rules expressed in legislative texts, while DK is
any terminological or conceptual knowledge base (thesaurus, ontology, semantic
network) able to provide information and relationships among the Entities of a
regulated domain. The combination of DILK with one or more DKs is able to
provide a formal characterization of Rules instances. For this reason the proposed
methodology to legal knowledge modelling has been called DILK-DK approach
[21].

DILK. DILK is conceived as a model for legal Rules, independently from the
domain they apply to. In literature several models (classification) of legal rules
have been proposed, from the traditional Hohfeldian theory of legal concepts
[30] until more recent legal philosophy theories due to Rawls [43], Hart [27],
Ross [44], Bentham [6], Kelsen [31].

In this respect, the work of Biagioli [7] deserves particular attention. Com-
bining the work of legal philosophers on rules classification with the Searlian
theory of rules preceived as “speech acts”, as well as the Raz’s lesson [42] to
perceive laws and regulations as a set of provisions carried by speech acts, Bi-
agioli underlined two views or profiles according to which a legislative text can
be perceived: a) a structural or formal profile, representing the traditional leg-
islator habit of organizing legal texts into chapters, articles, paragraphs, etc.;
b) a semantic or functional profile, considering legislative texts as composed by
provisions, namely fragments of regulations [7] expressed by speech acts. There-
fore, a specific classification of legislative provisions was carried out by analysing
legislative texts from a semantic point of view, and grouping provisions into two
main families: Rules (introducing and defining entities or expressing deontic con-
cepts) and Rules on Rules (different kinds of amendments). Rules are provisions
which aim at regulating the reality considered by the including act. Adopting a
typical law theory distinction, well expressed by Rawls, rules consist of:

– constitutive rules: they introduce or assign a juridical profiles to entities of
a regulated reality;

– regulative rules: they discipline actions (“rules on actions”) or the substantial
and procedural defaults (“remedies”).
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On the other hand, Rules on Rules can be distinguished into:

– content amendments : they modify the literal content of a norm, or their
meaning without literal changes;

– temporal amendments : they modify the times of a norm (come-into-force and
efficacy time);

– extension amendments : they extend or reduce the cases on which the norm
operates.

In Biagioli’s model each provision type has specific arguments describing the
roles of the entities which a provision type applies to (for example the Bearer is
argument of a Duty provision). Provision types and related Arguments represent
a semantic model for legislative texts [7]. They can be considered as a sort of
metadata scheme able to analytically describe fragments of legislative texts. For
example, the following fragment of the Italian privacy law:

“A controller intending to process personal data falling within the scope
of application of this act shall have to notify the “Garante” thereof, . . . ”

besides being considered as a part of the physical structure of a legislative text
(a paragraph), can also be viewed as a component of the logical structure of it
(a provision) and qualified as a provision of type Duty, whose arguments are:

Bearer: “Controller”; Object: “Process personal data”
Action: “Notification” Counterpart: “Garante”

The specific textual anchoring of Biagioli’s model represents, in our opinion,
its main strength. Since the DILK-DK approach aims at representing Rules
instances as expressed in legislative texts, we consider Biagioli’s model, limited
to the group of rules, as a possible implementation of DILK. “Rules on rules”
affect indirectly the way how the reality is regulated, since they amend Rules in
different respects (literally, temporarily, extensionally): therefore such provision
types are not part of DILK model. On the other hand, their effects on Rules has
to be taken into account for knowledge acquisition purposes.

DK. In legislative texts Entities regulated by provisions are expressed by lexical
units. These can be provided by a Domain Knowledge (DK) repository providing
conceptualization of entities consisting of the language-dependent lexical units9.
Information on such entities at language-independent level, as well as their lexical
manifestations in different languages needs to be described by DK. A possible
architecture for describing DK has been proposed within the DALOS project10

9 “Typically regulations are not given in an empty environment; instead they make
use of terminology and concepts which are relevant to the organisation and/or the
aspect they seek to regulate. Thus, to be able to capture the meaning of regulations,
one needs to encode not only the regulations themselves, but also the underlying
ontological knowledge. This knowledge usually includes the terminology used, its
basic structure, and integrity constraints that need to be satisfied.” [2].

10 http://www.dalosproject.eu
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(see Section 3.2). More details on the DALOS DK architecture, as well as a
possible implementation of it for the domain of consumer protection, can also
be found in [22] (see also previous section).

Knowledge Acquisition. Knowledge acquisition within the DILK-DK frame-
work consists of two main steps: 1) DILK instantiation, 2) DK construction.

DILK instantiation. The DILK instantiation phase is a bottom-up strategy for
legislative text paragraphs classification into provision types, as well as specific
lexical units identification, assigning them roles in terms of provision arguments.
The automatic bottom-up strategy, here proposed, consists in using tools able to
support the human activity of classifying provisions, as well as to extract their
arguments. Three main steps can be foreseen:

– Collection of legislative texts and conversion into an XML format [5]
– Automatic classification of legislative text paragraphs into provisions [20]
– Automatic argument extraction [8]

Legislative documents are firstly collected and transformed into a jurisdiction-
dependent XML standard (NormeInRete in Italy, Metalex in the Netherlands,
etc.). For the Italian legislation a module called xmLegesMarker, of the xm-
Leges11 software family, has been developed [5]. It is able to transform legacy
content into XML in order to identify the formal structure of a legislative
document.

For the automatic classification of legislative text paragraphs as provison
types, a tool called xmLegesClassifier of the xmLeges family has been devel-
oped. xmLegesClassifier has been implemented using a Multiclass Support Vec-
tor Machine (MSVM) approach, which provided the best results in preliminary
experiments compared to other machine learning approaches [20]. With respect
to [20], in this work MSVM is tested on the Rules provision family, as the first
step of DILK instantiation[21].

A tool called xmLegesExtractor12 [8] of the xmLeges family has been imple-
mented for the automatic detection of provision arguments. xmLegesExtractor
is realized as a suite of NLP tools for the automatic analysis of Italian texts
(see [4]), specialized to cope with the specific stylistic conventions of the legal
parlance. A first prototype takes as input legislative raw text paragraphs, cou-
pled with the categorization provided by the xmLegesClassifier, and identifies
text fragments (lexical units) corresponding to specific semantic roles, relevant
for the different types of provisions (Fig. 4). The approach follows a two–stage
strategy. The first stage consists in a syntactic pre–processing which takes in in-
put a text paragraph, which is tokenized and normalized for dates, abbreviations
and multi–word expressions; the normalized text is then morphologically ana-
lyzed and lemmatized, using an Italian lexicon specialized for the analysis of legal

11 http://www.xmleges.org
12 xmLegesExtractor has been developed in collaboration with the Institute of Com-

putational Linguistics (ILC-CNR) in Pisa (Italy).
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Fig. 4. xmLegesClassifier combined with the grammar approach used by xmLegesEx-
tractor

language; finally, the text is POS-tagged and shallow parsed into non–recursive
constituents called “chunks” [18]. The second stage consists in the identifica-
tion of all the lexical units acting as arguments relevant to a specific provision
type. It takes in input a chunked representation of legal text paragraphs, locat-
ing relevant patterns of chunks which represent entities with specific semantic
roles within a provision type instance, by using a specific provision type oriented
grammar (Fig. 4).

DK construction. Lexical units identified by xmLegesExtractor represent
language-dependent lexicalizations of provision arguments. More information on
related entities, as well as their relations within a specific domain, can be ob-
tained by mapping lexical units to concepts in any existing DK repositories. On
the other hand, the extracted information can be considered as a basis on which
to construct DK repositories (in terms of thesauri or domain ontologies). Actu-
ally, their construction is not a specific task of legal ontologists, but of ontologists
tout court, since a DK repository has to contain information on entities of a do-
main independently from a legal perspective. This aspect is important in order
to conceive a legal knowledge architecture whose components can be reused. A
DILK-DK learning approach only suggests that only language-dependent lexical
units are contained in DK repositories, which can be implemented by projecting
lexical units onto a large text corpora of a specific domain, inferring conceptu-
alizations by term clustering, as well as using statistics on recurrent patterns
for discovering term relationships. This issue is out of the paper scope; a vast
literature exists on this topic, therefore the interested reader can refer to [12].

Benefits of the DILK-DK bottom-up learning approach. The proposed learning
approach for legal knowledge acquisition can provide the following benefits: a) it
assists the implementation of taxonomies, or suggests concepts for hand-crafted
ontologies [55]; b) it contributes to bridging the gap between authoritativeness
and consensus for legal rule representation, since it is able to extract rules di-
rectly form legislative texts, which are authoritative sources (by definition), while
promoting consensus, since rules are automatically extracted from legal sources,
limiting human interaction.
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5 Discussion

In analysing legal documents, the first aspect that must be elicited is the relation
between meaning (norm) and form (text). Norms are conceived as the interpreted
meaning of written regulations that correspond to a partition in legal text, such
as articles and paragraphs. Additionally, a norm can be built by interpretative
activities on a set of linguistic expressions logically entailed, for instance, the
decision in a judgement, or set of legislative statements in a judgement, or set
of legislative statements. Only in few cases (definitions, deeming provisions)
legal concepts are elicited from the core meaning of a single norm, but more
frequently they are built on sets of norms, through a process of abstraction and
generalization, by collecting sets of normative conditions, to be linked to sets of
legal effects.

To respect the peculiarities of the legal domain, different approaches should
be adopted in the process of legal concept extraction. On one side, a conceptual
model of the domain needs to be created, either by means of manual ontol-
ogy engineering or the extraction of the intensional definition of legal concepts
from linguistic contexts. Legislative definitions are generally expressed by fixed
linguistic structures within a legislative text, and therefore they can be easily
identified and isolated.

On the other side, the analysis of text containing legislative provision instances
can identify relevant concepts as well as relationships pertaining to a regulated
domain, thus providing effective hints for the construction of a domain ontology
as well as linking the related concepts to core and fundamental ontologies.

Techniques such as term extraction, lexical analysis, parsing and statisti-
cal collocations (as discussed and illustrated in previous sections) yield tex-
tually derived information, which can then be re-engineered into ontological
concepts, concept properties and relations. The work performed in both the
DALOS project and the approach followed within the DILK-DK framework is
illustrative of this type of activity, by means of bottom–up knowledge acquisi-
tion in the former case, or as a result of provisions categorization in the latter
case.

The application of both top–down and bottom–up knowledge acquisition tech-
niques to the legal domain enables the adoption of several perspectives on legal
knowledge and the formulation of various aims within the legal field. For exam-
ple, in the field of legal comparison, different conceptualizations (resulting from
the bottom-up analysis of texts from different legal systems) can be compared
throughout a shared reference ontology, conceived as a level of abstraction, which
legal experts can agree upon. In addition, the same model can be exploited in
European law-making, where conceptual equivalence of multiligual entities is as-
sumed. The role of a reference ontology is, in this case, to assess (multilingual)
terminological consistency, i.e. whether different lexicalization reflects the same
normative conceptual meaning.
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Abstract. The vast amount of information freely available on the Web
constitutes a unparalleled resource for automatic knowledge discovery and
learning. In this article we propose a study on Ontology Induction for in-
dividual laws based on corpora comparison that exploits a domain cor-
pus automatically generated from the Web; in particular we present a case
study on the Italian “Legge Bassanini” (59/1997, 127/1997 - concerning
the simplification and decentralization of administrative procedures).

We evaluate how the induced ontological characterizations might vary
according to different factors, such as the genre (e.g. news vs. social me-
dia),the learning algorithm, the text analysis granularity, etc; the main
contribution of the paper consists of highlighting the structural difference
emerging from the learned predicates, and in showing how the learning
mechanism might provide valuable information on how laws are perceived
in different layers of the civil society.

Keywords: Ontology Learning, Natural Language Processing, Termi-
nology Extraction.

1 Introduction

The vast amount of information that nowadays is freely available on the Web
facilitates the harvesting of information about any domain. The availability of
such a resource stimulated an intense research effort in the Ontology Learning
field, investigating approaches and algorithms capable of automatically extract-
ing knowledge from the Web and building domain ontologies.

The major challenges in mining the Web for knowledge arise from its inherent
unstructured nature: a typical web document presents different, even unrelated
chunks of information on the same page (i.e. misleading metadata, information
related to site navigation or banner and advertisings). A further element to be
taken into consideration, when analyzing web corpora, consists of the differences
among the different information sources with respect to style, flavours and reli-
ability of the retrieved data . Two corpora concerning the same domain topic,
but based on distinct information sources, such as newspapers v.s. forums, are
bound to induce different ontological characterizations, more denotative and de-
scriptive in the first case, more connotative, also reflecting users opinions, in the
second case.
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In this paper1 we present a study on Ontology Induction for individual laws
based on corpora comparison and exploiting a domain corpus automatically
generated from the Web.

We make the case of the Italian law “Bassanini” (59/1997, 127/1997 - con-
cerning the simplification and decentralization of administrative procedures, see
[16]) and, by analyzing an automatically generated collection of web documents,
we evaluate how the associated induced ontological characterizations might vary
according to different factors, such as the genre (e.g. news vs. social media), the
learning algorithm, the text analysis granularity, etc.

For our purposes, by “ontology” we do not mean a formalized legal ontology in
the sense of, e.g. Peters & al. 2007 or Shaheed, & al. 2005 (see [17] and [21]), but
rather a linguistically induced concept cloud which encompasses a set of both
logical relations (hypernymy, part-of, use-for, etc.) and purely linguistic relations
(prototypical argument, semi fixed expression, etc.). What the system concretely
learns is not a model, but a set of predicateswhich are associated with the in-
dividual (the Bassanini Law) and for which no explicit formal representation is
available.

The main contribution of the article consists of highlighting the structural
difference emerging from the learned predicates, and in showing how the learning
mechanism might provide valuable information on how laws are perceived at
different layers of the civil society.

The paper is organized as follows: Section 2 presents relevant related work;
Section 3 presents the approach used for automatically generating the corpus
exploited for the statistical and lexical-semantic analyses. Section 4 describes
the strategy adopted for ontology induction and Section 5 presents the obtained
results, along with some considerations on law perception that emerges from the
data. Eventually Section 6 concludes the paper and proposes some future works.

2 Related Work

The research challenge faced by Ontology Learning consists in automatically
extracting information from texts and giving a structured organization to the
discovered knowledge. Such a topic lies in the convergence of the research activ-
ities of Artificial Intelligence, Natural Language Processing and Machine Learn-
ing communities; therefore, although a relatively new research topic, ontology
learning builds on top of a large amount of previous work and has generated a
considerable research effort in the last years (see [1] and [11]).

Paul Buitelaar & al. (in [1]) divided and structured the Ontology Learning
activities in the so-called Ontology Learning layer cake, where each layer repre-
sents a subtask with an increasing level of knowledge abstraction and respectively
involving the identification and organization of terms, synonyms, concepts, con-
cepts hierarchies, concepts relations and rules. The work presented in this paper

1 This work is partially funded by ICT4LAW, a research project financed by “Regione
Piemonte”.
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focuses on the first three layers of the cake and consists in automatically extract-
ing a set of domain terms from a corpus of web documents and interrelating them
with linguistic and logical relations.

Our approach to terminology extraction is based on frequencies comparison
between a domain corpus and reference corpora; a well known idea in the field
with different works addressing the issue (see [4]). Our solution exploits the Log
Odds Ratio measure (LOR) in order to evaluate the specificity of a term for the
domain under analysis (see [2]) and is similar to the approach proposed in [3].

In conjunction with LOR, we also experimented with a corpus-based distri-
butional approach capable of detecting the interrelation between the extracted
terms; the strategy we adopted is similar to Latent Semantic Analysis (see [5])
although it uses a less expensive computational solution based on the Random
Projection algorithm (see [6] and [7] ). Different works debates on similar issues:
[8] uses LSA in order to solve synonymy detection questions from the well known
TOEFL test while the methods presented by [10] or by [9] propose the use of
the Web as a corpus to compute mutual information scores between candidate
terms.

The study presented in this paper investigates the differences emerging from
the outcomes of the Ontology Learning process when using different domain cor-
pus as input or different selections of a specific corpus. D. Manzano-Macho &
al. in [12] presented a work on the use and integration of different informative
sources in an Ontology Learning environment although they focus on the pour-
pose of enhancing the reliability of information extracted through multisource
evidence.

3 Corpus Generation

The corpus we used for the study presented in this paper has been automatically
generated from the Web with the aim of collecting documents with a coarse–
grained classification about the genre of the contained information (blogs, news,
forums) and the date of publication. In order to retrieve such additional infor-
mation along with the document content we exploited the Google search services
on blogs, news and groups (see [14], [15] and [13]).

This solution allows us to discriminate the retrieved documents on the basis of
the genre; furthermore the document snippets provided within the search result
pages of the Google search services contain additional information associated
with each document, such as the date of publication and the name of the blog,
group or newspaper.

Our approach to automatic corpus building comprises three different phases:
as a first step the domain documents are harvested from the web along with
the contextual information provided by the search services; then the documents
are post-processed by filtering away off-topic and duplicated data; finally the
contents are enriched with linguistic features (lemmatization, named entities
recognition), thus creating the final domain corpus.
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In the first phase, a simple query containing a reference to the individual law(s)
under analysis (consisting of its name and its identificative number) is submit-
ted to the search services; in our case study the query consisted of: “Bassanini
59/1997 127/1997” and returned a total of about 3000 documents. The search
result pages are then analyzed in order to extract the contextual data along
with the document contents. The common presentation framework adopted by
Google groups and blogs for structuring web pages contents allows for an easy
detection of metadata such as user names and citations. By contrast, newspaper
documents retrieved by the search service originate from heterogeneous sources
and do not share any presentation strategy; as a consequence the news docu-
ments thus collected contain a certain amount of non–relevant data that should
be removed.

In the second phase the retrieved documents are analyzed in order to filter
away noisy information and post duplicates. In the context of our case study
the noisy information is constituted by off-topic data such as blog/forum user
signatures and mottos or navigation information (e.g “click here”, “subscribe to
this forum”, etc.); the duplicates, instead, mainly fall into two different cate-
gories: repeated citations that occur within the same document (a very common
practice in discussion threads) and different snapshot of the same blog at differ-
ent dates but nonetheless containing the same post that typically appears in the
documents with different order positions.

In the third phase, a shallow linguistic analysis is performed on the retrieved
documents in order to lemmatize the textual contents (by associating with each
term its lemma and its part of speech) and extract the named entities (such as
persons, places and organisations).

At the end of this process the generated corpus comprised a total of 1567 doc-
uments and in particular 699 from groups, 181 from blogs and 687 from news.

4 Ontology Learning Approach

The Ontology Learning solution proposed in this paper exploits the corpus au-
tomatically harvested from the Web (see Section 3) in order to identify a set of
terms that are highly distinctive of the investigated domain; the extracted terms
are then interrelated by means of a statistical analysis of words occurrences
within the corpus. The resulting outcome consists of a structured representation
(although not a formal ontology) of the key concepts within the domain.

Our strategy for Term Extraction is based on corpus frequency comparison
between the domain corpus and a general one (reference or background corpus);
as term specificity measure our approach exploits a modified version of the well
known Log Odds Ratio (LOR, see [2]). The term specificity measure function
adopted in our experiments is, in fact, a weighted combination of the LOR and
the plain Term Frequency measure. It can be formalized as:

TermSpec = k ∗ TermDF∗GCDocs
TermGF∗DCDocs

+ TermDF ∗ (1 − k)

where TermDF represents the frequency of a given term in the domain corpus,
TermGF its frequency in the general corpus, DC Docs the number of documents
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comprised in the domain corpus while GC Docs the number of documents con-
tained in the reference corpus. We experimented the terminology extraction with
3 different value of k (0, 0.5 and 1) resulting therefore in 3 different measure func-
tions: a pure LOR measure (whit k=1) a pure TF measure (with k=0) and an
evenly weighted LOR/TF (with k=0.5); the following section describes in de-
tails the different outcomes resulted from the adoption of these different measure
functions.

Then the terms thus extracted from the domain corpus are enriched with se-
mantically related terminology by means of a corpus-based distributional model;
such technology is based on the assumption that the meaning of a given term im-
plicitly emerges from the different contexts where it appears (here with context
we intend unit of text as a paragraph, a document or a textual window).

The Random Indexing (RI) exploits an algebraic model in order to represent
the semantics of terms in a Nth dimensional space (a vector of length N). The RI
approach in fact creates a Terms By Contexts matrix where each row represents
the degree of memberships of a given term of the different contexts. The RI
algorithm assigns a random signature to each context (a highly sparse vector
of length N, with few, randomly chosen, non zero elements) and then generates
the vector space model by performing a statistical analysis of the documents in
the domain corpus and by accumulating on terms rows all the signatures of the
contexts where terms appear.

According to this approach if two different terms have a similar meaning they
should appear in similar contexts (within the same documents or surrounded by
the same words), resulting charachterized by close coordinates within the thus
generated semantic space. In our case study we applied the RI technique for
generating term clusters by selecting in the semantic space the terms with the
minimal distance from the word under analysis exploiting the well known cosine
distance measure.

5 Discovery

5.1 Corpus Footprint

The first step of our discovery experiment is to understand whether we can
produce a general “snapshot” of the contents of the corpus and, as a side effect,
of the law and its impact on open medias. In order to perform such a task,
the results of LOR applied to the document base appear somehow deceptive.
Indeed both terms list based on pure LOR (Table 1) or the weighted LOR/TF
list (weight 0.5, Table 2) seem to put emphasis on extremely unexpected terms
rather than relevant descriptive terms .

We notice of course the appearence of some terms, which are likely to charac-
terize the Bassanini law or opinions people can have about it (e.g. federalismo,
decentramento, amministrazione, federalista, vitalizio), but the trend is obfus-
cated by terms which are just unexpected and are probably brought in by some
off-topic discussion (pastrano, montá, tombino). In order to minimize the impact
of off-topic and noise coming from poor structural analysis of web pages, we
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Table 1. Pure LOR

Term Eng. translation Value

ayatollá ayatollá 0,99549305

accessiblitá accessibility 0,97528327

pastrano greatcoat 0,94161826

incazzerá get pissed (future) 0,88756603

magiá magic 0,85293996

rimbambimento becoming dumb 0,82466036

consacrerá consecrate 0,8225496

montá misspelled word 0,81579334

responsabilitá responsibility 0,7787663

parchimetro parking meter 0,7617317

lavativo idler 0,7588993

leggittimitá legitimacy 0,7501239

vitalizio annuity 0,743974

penzá misspelled word 0,72753

radiotelefono radio-telephone 0,7266631

neo mole 0,72025836

dilapidazione squandering 0,7084538

chioccia sitting-hen 0,70516056

cartucciera noun 0,69469285

cotillon cotillon 0,6864572

tabacchino tobac shop 0,68518096

leguleio lawyer 0,68395275

produzione production 0,6719629

restrict the LOR algorithm to only sentences containing the word bassanini. The
weighted focused LOR algorithm produce the results reported in Table 3.

The list starts to shed some light on the kind of data we are dealing with,
and at least we notice the emergence of a set of terms concerning the direct
impact on the citizen (fotocopia, certificato, documento, delega, firma) and a set of
terms more related to the political impact of the law (federalismo, decentramento,
governo, riforma, ministero, etc.). We take this set of words as an input seed to
our study and we try to see what are the connotation these terms acquire in the
corpus under study.

5.2 Comparison among LOR and RI

Once we have isolated a set of concepts, which constitute the pivot of our study,
we can investigate different behaviours of the two algorithms. At the same time
we can evaluate the effect of linguistic phenomena such as semantic ambiguity
and syntactic constituency on the proposed methodology.

The analysis of word clustering based on the above seeds (Table 3) seems
to confirm that the law is mentioned/discussed either with respect to the very
specific aspects which impact citizen life (i.e. interaction with bureaucracy) or on
national/political effect such as its connection to federalism (which is by the way
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Table 2. Weighted LOR

Term Eng. translation Value

neo mole 0,7534129

pastrano greatcoat 0,7385227

ignobiltá ignobility 0,7156902

federalismo federalism 0,7042161

scuola school 0,6693464

punto point 0,66918105

legge law 0,661939

decentramento decentralization 0,6618327

eriditá legacy 0,65985215

produzione production 0,6591317

montá misspelled word 0,6332109

tombino manhole 0,60322976

consacrerá consacrate 0,59377927

vitalizio annuity 0,5917658

fintanto up to when 0,5833467

amministrazione administration 0,5824593

centrosinistra moderate left 0,5820025

federalista federalist 0,5805112

radioamatore noun 0,5766138

leghista supporter of an Italian fed-
eralist party called “Lega”

0,5714757

only a marginal part of the law). To see this, we can take the cloud of concepts
that RI associates to the word documento (see Table 4).

Here it is clear that the concept of “document” is interpreted not in law oriented
terms, but it is almost always seen in terms of relations with the actions a citizen
has to perform with respect to the public administration. It is quite interesting to
compare this cluster with the analogous one obtained with LOR (see Table 5).

We notice that in the LOR analysis the characterization of the law as a tool for
citizens in their relationship with the public administration is even stronger, with
the enphasis on very specific concepts such as anagrafe, residenza, cittadinanza
etc. In a sense, this helps to identify the real impact in citizens life. On the
other hand we notice that results from LOR excludes all terms that are related
to the automation of public administration, which are, on the contrary, present
in RI (informatico, digitale, chiave): this is a typical effect of the “background”
corpus (cf. Section 4) which has been chosen to run LOR: being a web corpus (
[3]), terms from the IT field are quite frequent, and as a consequence their high
occurrence in the bassanini corpus reduces their importance.

When analysing more institutional/political aspects, the divergence between
the two algorithms tends to diminish, probably because of the fact that these
topics are less popular in forums driven by non professionals. So, for instance,
the most prominent terms associated to decentramento by both algorithms are
federalismo, amministratore, secessione, etc.
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Table 3. Weighted Focused LOR

Term Eng. translation Value

federalismo federalism 0,7090571

decentramento decentralization 0,65736

ipocrita hypocrite 0,65083504

amministrazione administration 0,60097665

soppressione suppression 0,59534335

senato senate 0,5837337

firma sign 0,5818429

governo government 0,5722294

fotocopia photocopy 0,55560046

seno breast 0,54869735

prefetto prefect 0,54598284

semplificazione simplification 0,54140204

documento document 0,5251423

sparirá disappear 0,5239263

asserzione assertion 0,5235616

delega proxy 0,5185608

riforma reform 0,5097327

consulenza advice 0,5005262

ministero ministry 0,49301475

intenzione intention 0,4929664

Table 4. RI associations to the word documento

Term Eng. translation Value

firma sign 0,8304054

informatico IT technician 0,74902385

validitá validity 0,7096739

scrittura writing 0,6449456

requisito requisite 0,6277224

direttiva directive 0,61613995

efficacia effectiveness 0,61371666

sottoscrittore subscriber 0,57873505

sottoscrizione subscription 0,5768877

legislatore legislator 0,5651688

riproduzione reproduction 0,54222584

conformitá conformity 0,5385759

disciplina discipline 0,52908784

equiparazione legal equivalence 0,5144153

prova proof 0,49302307

digitale digital 0,4639772

chiave key 0,46162057
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Table 5. LOR associations to the word documento

Term Eng. translation Value

notorietá fame 0,5946464

fotocopia photocopy 0,5866991

firma sign 0,58326226

spedizione dispatch 0,5270494

anagrafe registry office 0,52157855

legge law 0,49294257

clinica clinic 0,4788969

identitá identity 0,47815886

certificato certificate 0,45043084

residenza residency 0,43732113

dichiarazione declaration 0,43013296

cittadinanza citizenship 0,4107147

atto act 0,40642926

nascita birth 0,3901822

One significant aspect that emerges from both LOR and RI, is the occurrence
of the nouns prefetto (prefect) and soppressione (abolition) (not shown in the
table): this is a typical case where text discovery methods can help to detect a
secondary aspect of the law (actually of a part of the law which was suppressed
in the definitive version) which had a strong influence on opinion leaders, be they
journalist or bloggers. This fact also sheds light on the need for syntactic analysis
to make sense out of these approaches. Indeed, the high occurrence in concept
clusters of the words prefetto and soppressione is related with the fact that the
system at this stage lacks the ability to recognize soppressione del prefetto as a
single chunk. If we were able to detect this syntagmatic chunk we would enrich
our conceptual representation, as the semantic role of patient would be made
syntactically explicit, rather than left to the analyst’s intuition and verification.
Other cases are even more evident when we pass from the discovery of noun-noun
correspondences to the ones syntactically associating items such as verb-nouns
or nouns-adjectives. This effect will be examined in depth in Section 5.4.

We observe that, in the clusters of words under analysis, semantic ambigu-
ity does not represent a major problem as the clusterization process tends to
isolate the meaning that is most prominent in the corpus. The only exception
we observed is related to the word delega which relates both to the flow of law
approval and to one aspect of the delegation process ruled by the law Bassanini.

5.3 Understanding Groups Attitudes

The main goal of this paper is to understand how different aspects of a law are
perceived by the public opinion. However, “public opinion” is not a monolithic
block, and we might be interested in understanding which concepts are more
prominent for different populations. In our experiment we exploit the distinction
between press (controlled information) and consumer produced media (blogs,



Ontology Based Law Discovery 131

forums newsgroup: spontaneous information). We apply the same algorithms
described above and we compare the associated word clusters.

The first fact which emerges is that certain target words tend to disappear
from certain partitions of the corpus, i.e. there are concepts which are only
relevant to press and concepts which are found only on blogs. The second one is
that for comparatively populated clusters the overlap among clusters is minimal
(about 36% on average at the first 20 terms associated with each target word).
This is expected, as journals tend to describe the law, while citizens are mostly
(but not exclusively) concerned with the usage of the law in practical contexts.
However, as expected as it might be, this divergence provides a clear measure of
the impact of different parts of a law on different actors of the civil society.

One interesting case of this divergence is represented by the word certificazione
(certification): in the press section it originates from a quite precise cloud of
related concepts, which mirrors, in a sense, the structure of the law, whereas on
in open sources section it is associated just with the concepts of modulo(form)
and ricorso (recourse) (Table 6).

In the case of certificazione we are facing a kind of objective data, in the
sense that it is unlikely that an opinion or a subjective attitude on certificazione
can emerge in either of the two sources. However, if we shift our attention to

Table 6. Cluster for certificazione

Term Eng. translation Value

Cluster in open newspapers

autenticazione authentication 0,60632765

sottoscrizione subscription 0,5804886

documento document 0,57164943

certificato certificate 0,5346612

legislatore legislator 0,5279385

dichiarazione declaration 0,5155602

firma signature 0,5124954

validitá validity 0,46791664

chiave key 0,46115094

documentazione documentation 0,45426464

requisito requisite 0,45349178

obbligo duty 0,44990215

atto act 0,44650328

procedura procedure 0,44436824

posta post 0,44169757

sottoscrittore subscribe 0,43611416

direttiva directive 0,42388856

utilizzo use 0,4200472

notorietá fame 0,41560116

Cluster in open source media

ricorso appeal 0,6485791

modulo application form 0,5787199
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Table 7. Cluster for cittadino

Term Eng. translation Value

Cluster in newspapers

amministrazione administration 0,75139165

rapporto relation 0,6752472

obiettivo objective 0,62253135

servizio service 0,6107529

qualitá quality 0,5980857

diritto law 0,5917262

possibilitá possibility 0,58259714

processo trial 0,5790534

iniziativa initiative 0,5768706

procedura procedure 0,5764878

atto act 0,5719806

Cluster in open source media

pratica practice 0,52855957

ente agency 0,4888266

stato state 0,47593874

servizio service 0,47420365

senso meaning 0,42983234

amministrazione administration 0,42628178

obbligo obligation 0,41650316

certificato certificate 0,40642056

problema problem 0,404583

tempo time 0,39950722

concepts which might give rise to subjective attitudes, we observe a clear objec-
tive(press)/subjective(blogs) contrast. Let’s take for instance the word cittadino.
The associated clouds in press and blogs are presented in Table 7. Here again
press articles provide a quite objective portrait of the intent of the law with
respect to the citizen. The cloud implicitly asserts that the administration pro-
vides services to the citizens, it aims at increasing quality, enhancing rights and
opening possibilities. Blogs and newsgoups, on the contrary, put the emphasis
on the practical aspects of the interaction between the state or organization
(not the administration) and the citizen (the noun pratica (dossier) here is to
be interpreted as a “beaurocratic step”). Difficult aspects of such an interaction
are emphasized by the following nouns with negative connotations: problema
(problem) and obbligo (obligation), wherease pratica, certificato (certificate) and
tempo (time) tend to put emphasis on procedural aspects of the relationship.

5.4 Ontological Relations

The methodology we put in place can be seen as a way of exploring a cor-
pus, characterizing citizen attitudes, but also identifying concepts which might
be related in a manually coded ontology. For instance, if we analyze the cloud
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Table 8. Ontological Relations

Pivot Term Eng Pivot Related Term Eng Related Value

certificato certificate richiedere require 0,302

certificato certificate tradurre translate 0,289

certificato certificate utilizzare use 0,255

certificato certificate rimanere remain 0,254

certificato certificate considerare regard 0,252

certificato certificate ritenere deem 0,244

certificato certificate interessare interest 0,241

certificato certificate firmare sign 0,240

processo process consentire allow 0,424

processo process avviare start 0,395

procedimento process simplify verb 0,511

procedimento process streamline verb 0,282

amministrazione administration proporre propose 0,508

amministrazione administration fare make 0,496

amministrazione administration presentare present/offer 0,489

amministrazione administration portare bring 0,483

amministrazione administration require verb 0,466

firma sign autenticare authenticate 0,348

firma sign consentire allow 0,309

firma sign richiedere require 0,306

firma sign recare bring 0,305

documento document allegare enclose 0,491

documento document evitare avoid 0,328

documento document sottoscrivere subscribe 0,320

documento document firmare sign 0,316

documento document richiedere require 0,313

documento document apporre append 0,306

delega delegate abrogare repeal 0,463

delega delegate prevedere provide for 0,449

delega delegate introdurre introduce 0,401

delega delegate modificare modify 0,385

delega delegate approvare approve 0,381

delega delegate emanare emanate 0,380

above connected to certificazione (table 8) we see that different kinds of onto-
logical relations are included. For instance a certification is a kind of document,
has part signature, has feature validity etc. Of course the characterization of
these relations in semantic terms is left to lexicographers, but the proposed al-
gorithm can help in identifying the range of the semantic attributes. We also
notice that the proposed algorithm can provide useful hints not only for coding
ontologies with respect to nominal concepts, but also for building frame-based
ontologies such as a juridical framenet (see [19] or [20]). In order to obtain such
results, we restrict neighbour selection to a specific category and we apply the
RI algorithm with a limited syntactic window. Table 8 shows the result when
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applying this method on noun-verbs pairs: it is clear that in most cases the dis-
covery algorithm identifies the verbal contexts where a certain artifact acts as a
prototypical objects/subjects. For instance, a document is typically required by
an administration, attached to a dossier, signed and subscribed by someone etc.
We estimate that this notion of “prototypicality” might reveal extremely useful
information for modelling abstract knowledge about administrative procedures,
as well as fixing selectional restrictions in domain specific semantic networks.

6 Conclusions and Future Work

In this article we described a methodology, which allows a fast exploration of a
domain corpus (in this case cointaining documents on the Bassanini law) while
emphasizing at the same time different attitudes of different opinion groups
towards the object under study (the law). As a side effect of this exploration,
we are able to produce fragments of a corpus oriented informal ontology, which
might represent a useful bootstrap for a legal ontologist, or be used “as it is”
in some applications such as document classification, information retrieval, etc.
The future steps of our research will consist of improving the methodology in
such a way that syntactically well formed phrases (and not only single words)
can count as targets of the analysis. Moreover, we will explore methods to link
these informal ontologies to more formalized ones, such as LOIS (see [17] or [18])
or Jur-WordNet (see [19]).
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Abstract. In order to manage the conceptual representation of Euro-
pean law we have proposed the Legal Taxonomy Syllabus (LTS) and
the related methodology. In this paper we consider further issues that
emerged during the testing and use of the LTS, and how we took them
into account in the new release of the system. In particular, we address
the problem of representing interpretation of terms besides the defini-
tions occurring in the directives, the problem of normative change, and
the process of planning legal reforms of European law. We show how
to include into the Legal Taxonomy Syllabus the Acquis Principles -
which have been sketched by scholars in European Private Law from the
so-called Acquis communautaire -, how to take the temporal dimension
into account in ontologies, and how to apply natural language processing
techniques to the legal texts being annotated in the LTS.

Keywords: Multilingual Legal Ontologies, Formal Ontologies, European
Directives.

1 Introduction

European Union Directives (EUDs) are sets of norms that have to be imple-
mented by the national legislations and translated into the language of each
Member State. The general problem of multilingualism in European legislation
has recently been addressed by using linguistic and ontological methodologies
and tools, e.g. [1,2,3,4,5]. The management of EUD is particularly complex,
since the implementation of a EUD does not correspond to a straight transpo-
sition into a national law. Conversely, managing this kind of complexity with
appropriate tools can facilitate the comparison and harmonization of national
legislation [6]. For instance, the LOIS Project aimed at extending EuroWord-
net with legal information, thus adopting a similar approach to multilingualism,
with the goal of connecting a legal ontology to a higher level ontology [4].

E. Francesconi et al. (Eds.): Semantic Processing of Legal Texts, LNAI 6036, pp. 136–154, 2010.
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In previous work we proposed the Legal Taxonomy Syllabus1 (LTS), a method-
ology and a tool to build multilingual conceptual dictionaries aimed at represent-
ing and analysing terminologies and concepts from EUDs [8,9,10,11]. The LTS is
basically concerned with assisting legal experts in the access to EU documents.
LTS is based on the distinction between terms and concepts. The latter ones are
arranged into ontologies that are organised in levels. In [11] only two levels were
defined: the European level –containing only one ontology deriving from EUDs
annotations–, and the national level –hosting the distinct ontologies deriving
from the legislations of EU member states.

While annotating the EUDs, testing and using the system, some requirements
emerged from users expert in law, demanding for a more sophisticated approach
along with further developmental efforts: first, we noted that it is frequent the
case that concepts are the result of a doctrinal interpretation process rather than
of a definition in directives. If, on the one hand, the definitions in directives and
their relation with the actual text are required by legal scholars to have a pre-
cise model of European law, the layman is more interested in the concepts which
result from the doctrinal interpretation. Second, laws are typical objects evolv-
ing through time. Another open issue to cope with in building legal frameworks
both at the European and at the national level is the normative change [12,13].
Concepts in the legal ontologies should not only represent the consolidated legal
text, but should also keep trace of the evolution of the meaning. Finally, besides
the actual directives, the European Union aims to harmonize law by reformulat-
ing terminology in a more coherent way. The European Commission provide in
various ways common principles, terminology, and rules for law to address gaps,
conflicts, and ambiguities emerging from the application of European law, and
this effort should be taken into account in the LTS as well.

Thus, in this article we address the following research questions:

– How to consider not only the terms defined in the directives but also the
interpretation process of legal scholars in the LTS? How to better integrate
concepts and the text of EUDs in the LTS?

– How to extend the ontology with a temporal dimension to be able to repre-
sent normative change? How to allow users to search also for past meanings
of terms and the modified norms introducing them?

– How to extend the levels of the LTS from European and national to new
ones representing the possible reforms of European law? How to represent
the relation between the existing European law and the planned revisions?

We answer the first question by introducing concepts called abstract, in that
they are not related to a single directive, which should be conveniently rec-
ognized as a grouping of concepts. The users will be allowed to navigate the
ontology at different levels of detail, depending on their goals. Moreover, we use

1 LTS is a dictionary of Consumer Law, which has been carried out within the broader
scope of the Uniform Terminology Project, http://www.uniformterminology.

unito.it [7]. The implemented system can be found at the URL: http://www.

eulawtaxonomy.org
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natural language processing techniques to facilitate the management of legal text
associated with concepts.

We answer the second question by introducing time into the ontology and by
allowing to have new concepts replacing the old ones while keeping the latter in
the system as well.

We answer the third question by introducing new levels in the LTS and show
how can they manage a set of principles (namely, the Acquis Principles), which
is gaining in popularity, with the aim of improving the quality of EUDs national
implementations by Member States.

Note that our answers concern the methodology underlying LTS, but all the
features that will be described have a direct software implementation in the LTS
tool. The paper is structured as follows. In Section 2 we introduce the new legal
requirements we take into account in the revision of the LTS. In Section 3 we first
recall the LTS (Section 3.1) and then we explain how the new system satisfies
the additional requirements previously outlined (Sections 3.2 to 3.5). The article
ends with conclusions.

2 Multilingual and Multilevel Ontologies for European
Directives

In this Section we start by briefly summarizing the motivations which lead to
the development of the LTS (Section 2.1). Then we introduce new requirements
which have been raised by legal experts using the LTS (Sections 2.2 to 2.4).

2.1 Terminological and Conceptual Misalignment

Comparative Law has identified two key points in dealing with EUDs, which ad-
dress the polysemy of legal terms: we call them the terminological and conceptual
misalignments.

In the case of a EUD (usually adopted for harmonising the laws in the Member
States), the terminological matter is complicated by the need to implement it in
the national legislations. In order to have a precise transposition into a national
law, a Directive may be subject to further interpretation. A single concept in a
particular language can be expressed in a number of different ways in a EUD and
in the national law implementing it. As a consequence we have a terminological
misalignment. For example, the concept corresponding to the word reasonably
in English, is translated into Italian as ragionevolmente in the EUD, and as con
ordinaria diligenza in the transposition law.

In the EUD transposition laws a further problem arises from the different na-
tional legal doctrines. A legal concept expressed in a EUD may not be present in a
national legal system. In this case we can talk about a conceptual misalignment.
To make sense for the national lawyers’ expectancies, the European legal terms
need not only to be translated into a sound national terminology, but also to be
correctly detected when their meanings refer to EU legal concepts or when their
meanings are similar to concepts which are known in the Member states. Con-
sequently, the transposition of European law in the parochial legal framework
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of each Member state can lead to a set of distinct national legal doctrines, that
are all different from the European one. In the case of consumer contracts (like
those concluded by means of distance communication, as in Directive 97/7/EC,
Art. 4.2), a related example of this phenomenon concerns the notion of the pro-
fessionals providing in a clear and comprehensible manner some elements of the
contract to the consumers, which represents a specification of the information
duties that are a pivotal principle of EU law. Despite the pairs of translation in
the language versions of EU Directives (e.g., klar und verständlich in German
- clear and comprehensible in English - chiaro e comprensibile in Italian), each
legal term, when transposed in the national legal orders, is influenced by the con-
ceptual filters of the lawyers’ domestic legal thinking. So, klar und verständlich
in the German system is considered by the German commentators as referring
to three different legal concepts: 1) the print or the writing of the information
must be clear and legible (Gestaltung der Information), 2) the information must
be intelligible by the consumer (Formulierung der Information), 3) the language
of the information must be the national language of the consumer (Sprache der
Information). In Italy, the judiciary tend to control the formal features of the
criterions 1 and 3, and apply criterion 2 to a lesser extent, while in England the
emphasis is on criterion 2, although this is interpreted as plain style of language
(and not as legal technical jargon) because of the historical influences of the
plain English movement in that country.

Note that this kind of problem identified in comparative law has a direct corre-
spondence in the ontology theory. In particular Klein [14] has identified two partic-
ular forms of ontologymismatch, terminological and conceptualization ontological,
which straightforwardly correspond to our definitions of misalignments.

2.2 Concepts Abstraction

The LTS system relies on the concept of unitary-meaning or umeaning: such
atomic concepts can be derived from excerpts from the text of legal norms, such
as European directives or national laws, and are arranged into two separate
categories of umeanings, as described in [11].

EUDs provide rigorous definitions of some terms, such as the definition of
the Italian term consumatore (consumer), in the Italian version of the EUD
93/13/EEC, Art. 2 is:

[. . . ](b) “consumatore”: qualsiasi persona fisica che, nei contratti oggetto
della presente direttiva, agisce per fini che non rientrano nel quadro della
sua attività professionale; [...]
[. . . ](b) “consumer”: means any natural person who, in contracts covered
by this Directive, is acting for purposes which are outside his professional
activity; [. . . ] (our literal translation)

However, two facts must be pointed out. Different EUDs might affect different
aspects of the legislation: thus the definition of a term in a EUD only applies to a
specific context. Furthermore, EUDs could be written at different points in time,
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and they can thus introduce diverging definitions. Let us consider the definition
of consumatore, as it appears in the Italian version of the EUD 2002/65/EC,
Art. 1 :

[. . . ](d) “consumatore”: qualunque persona fisica che, nei contratti a dis-
tanza, agisca per fini che non rientrano nel quadro della propria attività
commerciale o professionale; [. . . ]
[. . . ](d) “consumer”: means any natural person who, in distance con-
tracts covered by this Directive, is acting for purposes which are outside
his business or professional activity; [. . . ] (our literal translation)

Please note that, in contrast with English, in Italian the second definition of con-
sumatore is broader than the first one, since the term professionale (professional)
does not include commerciale (business). This divergence of term definitions can
often occur, since EUDs usually target a sectorspecific sector. In this way, EUDs
covering different sectors can provide different definitions, and as many views on
the same concept. Lawyers and legislators started to put together highly sector-
specific concepts into more abstract concepts with broader meaning, in order to
describe (complex) entities, such as the consumatore in all of its aspects.

In recent years, in the Italian legislation EUDs are not being implemented as
single laws, but rather as groups of EUDs. The juridical concepts are defined
as the union of all the sectorial concepts provided by the individual EUDs, as a
result of the doctrinal interpretation process of directives.

We remark that these problems are common to all European languages. Con-
sider, for instance the definition of consumer, in the English version of the EUD
1999/44/EC, Art. 1.2 is:

[. . . ] (a) consumer: shall mean any natural person who, in the contracts
covered by this Directive, is acting for purposes which are not related to
his trade, business or profession; [. . . ]

that has a different meaning with respect to the definition of consumer given in
the Council Directive 90/314/EEC, Art. 2.4:

[. . . ] “consumer” means the person who takes or agrees to take the pack-
age (‘the principal contractor’), or any person on whose behalf the prin-
cipal contractor agrees to purchase the package (‘the other beneficiaries’)
or any person to whom the principal contractor or any of the other ben-
eficiaries transfers the package (‘the transferee’) [. . . ]

The LTS should be able to represent both the more specific dimension related
to the definitions in EUDs and the more abstract one which results from the
doctrinal interpretation of European law. The LTS allows inserting the text
paragraphs where umeanings are defined. However, to gain better understanding
of legal concepts, it is often required to consider a broader fragment. For example,
in the case of consumer the definition is not enough, and it is necessary to
collect multiple paragraphs where consumer protection norms are presented and
discussed.
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2.3 Normative Change

Another big open issue to cope with in building tools for describing legal frame-
works, both at the European and at the national level, is the normative change [12].
One major problem, well-known in literature, is the update of non-monotonic on-
tologies and knowledge bases [13]. In other words, In other words, ontologies and
knowledge bases do not necessarily have a structure which is constant through time
(e.g., see [15]): concepts and relations present in the ontology can become obsolete
as new concepts and relations are added. This is indeed the case for legal frame-
works, that are continuously modified as new laws can modify paragraphs of old
ones.

We can have two types of normative change: explicit change and implicit
change. In the first case the new norm explicitly states the abrogation of a
specific paragraph of an old law (for details on this line of investigation, please
refer to [16,17]). Alternatively, the newer law can state a concept in contradiction
with previous laws, but without mentioning these laws explicitly. In this case the
concept stated by the new law becomes the current one; also, the parts of the
old laws affected by changes are no longer updated and become obsolete.

2.4 Reforming European Law: Toward a Common Frame of
Reference

In February 2003, the European Commission adopted a further communication
entitled “A More Coherent European Contract Law - An Action Plan” [18].
One of the key measures proposed in the Action Plan was the elaboration of a
Common Frame of Reference (CFR). According to the Action Plan, in which
the idea of a CFR was developed for the first time, a major aim of the forth-
coming CFR is to serve as a tool for the improvement of the EC law. The
future CFR was described in more detail in the Commission’s Communication on
“European Contract Law and the Revision of the Acquis: The Way Forward” [19].
It proposed that the CFR should provide fundamental principles of contract law,
definitions of the main relevant abstract legal terms and model rules of contract
law. Its main purpose is to serve as a legislators’ toolbox.

In drafting the Action Plan the Commission emphasized that the CFR would
eliminate market inefficiencies arising from the diverse implementation of
European directives, providing a solution to the non-uniform interpretation of
European contract law due to vague terms and rules, now present in the existing
Acquis.

In particular, two issues arise from the vague terminology of EUDs. First,
directives adopt broadly defined legal concepts, therefore leaving too much free-
dom in their implementation to national legislators or judges. Second, directives
introduce legal concepts that are different from national legal concepts. Thus,
when judges face vague terms, they can either interpret them by referring to the
broad principles of the Acquis communautaire, the existing body of EU primary
and secondary legislation as well as the European Court of Justice decisions [20],
or they can refer to the particular goals of the directive in question. To respond
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to the Action Plan, in the last few years, within the general framework of a “Net-
work of Excellence” European Project, a research group aiming at consolidating
the existing EC law is working on the “Principles of the Existing EC Private
Law” or “Acquis Principles” (ACQP). These Principles will be discussed and
compared with other outcomes from different European research groups and,
during a complex process of consultation with stakeholders under the direction
of EC Commission, the CFR will be set up. The Acquis Principles should provide
a common terminology as well as common principles to constitute a guideline for
uniform implementation and interpretation of European law [20,21]. One out-
come of such project is the Acquis Principles glossary, i.e., a set of interconnected
terms and concepts.

The Acquis Principles have been sketched by scholars in European Private
Law from the Acquis communautaire. Nowadays the corpus contains some 80, 000
pages. Notwithstanding the importance of this existing body of settled laws, the
Acquis also has a far wider range, encompassing an impressive set of principles
and obligations, going far beyond the internal market and including areas, such
as agriculture, environment, energy and transports.

In this paper we show how the multilevel architecture of LTS allows us to
relate the Acquis Principles with the legal concepts defined in the directives.

3 The Legal Taxonomy Syllabus

In this Section we first summarize the functionalities of the existing LTS [11],
and we then explain how it has been extended to cope with the new requirements
described in the previous Section.

3.1 The Basic LTS

The main assumptions of our methodology come from studies in comparative
law [7] and ontology engineering [14]:

– Terms –lexical entries for legal information–, and concepts must be dis-
tinguished; for this purpose we use lightweight ontologies [22], i.e. simple
taxonomic structures of primitive or composite terms together with associ-
ated definitions. They are hardly axiomatized as the intended meaning of
the terms used by the community is more or less known in advance by all
members, and the ontology can be limited to those structural relationships
among terms that are considered as relevant [23].

– We distinguish the ontology implicitly defined by EUD, the EU level, from
the various national ontologies. Each one of these “particular” ontologies
belongs to the national level : i.e., each national legislation refers to a distinct
national legal ontology. We do not assume that the transposition of an EUD
automatically introduces in a national ontology the same concepts that are
present at the EU level.

– Corresponding concepts at the EU level and at the national level can be
denoted by different terms in the same national language.
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Term-Ita-A Term-Ger-A

Ita-2
Ita-4

Ger-5

Ger-3EU-1

Fig. 1. Relationship between ontologies and terms. The thick arcs represent the inter-
ontology “association” link.

A standard way to properly manage large multilingual lexical databases is to
make a clear distinction among terms and their interlingual relations (or ax-
ies) [24,25].

In the LTS project, to properly manage terminological and conceptual mis-
alignment, we distinguish the notion of legal term from the notion of legal concept
and we build a systematic classification based on this distinction. The basic idea
in our system is that the conceptual backbone consists of a taxonomy of concepts
(ontology) to which the terms can refer in order to express their meaning. One
of the main points to keep in mind is that we do not assume the existence of
a single taxonomy covering all languages. In fact, the different national systems
may organize the concepts in different ways. For instance, the term contract cor-
responds to different concepts in common law and civil law, where it has the
meaning of bargain and agreement, respectively [26]. In most complex instances,
there is no synonymy relation between terms-concepts such as frutto civile (legal
fruit) and income from civil law and common law respectively, but these systems
can achieve functionally similar operational rules thanks to the functioning of
the entire taxonomy of national legal concepts [27]. Consequently, the LTS in-
cludes different ontologies, one for each involved national language plus one for
the language of EU documents. Each language-specific ontology is related via a
set of association links to the EU concepts, as shown in Fig. 1.

Although this picture is conform to intuition, in the basic LTS it has been
implemented by taking two issues into account. First, it must be observed that
the various national ontologies have a reference language. This is not the case
for the EU ontology. For instance, a given term in English could refer either to
a concept in the UK ontology or to a concept in the EU ontology. In the first
case, the term is used for referring to a concept in the national UK legal system,
whilst in the second one, it is used to refer to a concept used in the European
directives. This is one of the main advantages of LTS. For example klar und
verständlich could refer both to concept Ger-379 (a concept in the German
Ontology) and to concept EU-882 (a concept in the European ontology). This is
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Termination

Withdrawal

Cancellation

Consumer protection

Conclusione del contratto

Difesa del consumatore

Risoluzione

Recesso

Diritto di recesso

Eng-2

is-a

purpose

Eng-1
Ita-1 Ita-2

Ita-3 Ita-4

Eng-3 Eng-4 Ita-5 Ita-6

concerns concerns

purpose purposeEU-2

EU-1

purpose

is-a

Fig. 2. An example of interconnections among terms

the LTS solution for facing the possibility of a partial correspondence between
the meaning of a term in the national system and the meaning of the same term in
the translation of a EU directive. This feature enables the LTS to be more precise
about what “translation” means. It makes available a way for asserting that two
terms are the translation of each other, but just in case those terms have been
used in the translation of an EU directive: within LTS, we can talk about direct
EU-to-national translations of terms, and about implicit national-to-national
translations of terms. In other words, we distinguish between explicit and implicit
associations among concepts belonging to different levels. The former ones are
direct links that are explicitly used by legal experts to mark a relation between
concepts. The latter ones are indirect links: if we start from a concept at a given
national level, by following a direct link we reach another concept at European
level. Then, we will be able to see how that concept is mapped onto further
concepts at the various national levels.

The situation enforced in LTS is depicted in Fig. 1, where it is represented that
the Italian term Term-Ita-A and the German term Term-Ger-A have been used
as corresponding terms in the translation of an EU directive, as shown by the fact
that both of them refer to the same EU-concept EU-1. In the Italian legal system,
Term-Ita-A has the meaning Ita-2. In the German legal system, Term-Ger-A
has the meaning Ger-3. The EU translations of the directive is correct insofar no
terms exist in Italian and German that characterize precisely the concept EU-1
in the two languages (i.e., the “associated” concepts Ita-4 and Ger-5 have no
corresponding legal terms). A practical example of such a situation is reported
in Fig. 2, where we can see that the ontologies include different types of arcs.
Beyond the usual is-a (linking a category to its supercategory), there are also
the arcs purpose, which relate a concept to the legal principle motivating it,
and concerns, which refer to a general relatedness. The dotted arcs represent
the reference from terms to concepts. Some terms have links both to a National
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ontology and to the EU Ontology (in particular, withdrawal vs. recesso and difesa
del consumatore vs. consumer protection).

The last item above is especially relevant: note that this configuration of arcs
specifies that: 1) withdrawal and recesso have been used as equivalent terms
(concept EU-2) in some European Directives (e.g., Directive 90/314/EEC). 2) In
that context, the term involved an act having as purpose some kind of protection
of the consumer. 3) The terms used for referring to the latter are consumer
protection in English and difesa del consumatore in Italian. 4) In the British
legal system, however, not all withdrawals have this goal, but only a subtype
of them, to which the code refers to as cancellation (concept Eng-3). 5) In the
Italian legal system, the term diritto di recesso is ambiguous, since it can be used
with reference either to something concerning the risoluzione (concept Ita-4),
or to something concerning the recesso proper (concept Ita-3).

The LTS is a theoretical instrument as well as a software platform that is oper-
ational at the present time. The actual number of annotated terms and concepts
are provided in Tables 1 and 2, respectively. Terms were initially extracted from
a corpus of 24 EC directives, and 2 EC regulations, reported in Appendix 4.
Occurrences of such entries were detected from national transposition laws of
English, French, Spanish, Italian and German jurisdictions.

Finally, it is possible to use the LTS to translate terms into different national
systems via the transposed concepts at the European level, i.e. by using the
implicit associations. For instance suppose that we want to translate the legal
term credito al consumo from Italian to German. In the LTS credito al consumo
is associated to the national umeaning Ita-175. We find that Ita-175 is the
transposition of the European umeaning EU-26 (contratto di credito). EU-26 is
associated to the German legal term Kreditvertrag at European level. Again,

Table 1. Number of terms

Language National European

French 8 47
Italian 28 52
English 71 75
Spanish 41 60
German 66 98

total 214 332

Table 2. Number of concepts

Language National European

French 7 43
Italian 24 45
English 54 71
Spanish 34 56
German 52 75

total 171 290



146 G. Ajani et al.

EU-50

Consumer

EU-28EU-25

Description:

...

References:

93/13/EEC, Art. 1

Description:

...

References:

02/65/EC, Art. 2

INTERPRETED_AS

INTERPRETED_AS

Fig. 3. Umeanings Eu-25 and Eu-28 are interpreted by the more abstract umeaning
Eu-50, the link between Eu-50 and the term “consumer” is implicit

we find that the national German transposition of EU-26 corresponds to the
national umeaning Ger-32 that is associated with the national legal term Dar-
lehensvertrag. Then, by using implicit links in the European ontology, we can
translate the Italian legal term credito al consumo into the German legal term
Darlehensvertrag.

3.2 Enhancing LTS with Interpretation and Abstraction

As described in Section 2.2, different pieces of legislations can bear different
definitions of terms. Having different detailed definitions is important during
the interpretation of sub-domain specific legal cases, but for the general case
it is important to have a view that abstracts from the peculiarities of specific
domains.

In order to solve this problem we introduced a new kind of ontologic relation
called INTERPRETED AS : it is a non transitive relation where the more general
umeaning, that we will call group leader represents the abstracted concept that
groups the meaning of a number of more specific umeanings, that are the sectorial
umeanings defined in the individual EUDs or national laws (see Fig. 3).

We have also introduced a number of constraints and integrity checks to ensure
that the semantics of the grouping concept is respected and to improve the
usability of the system:

– Each umeaning can belong to a single group.
– A group leader cannot exist without group members.
– When the user searches into the umeaning database, more specific umeanings

are excluded from the results unless the user explicitly asks to show them,
i.e. only the group leaders are shown in the results.

The need to contextualize concepts to the EUDs defining them leads to the
need of more complex instruments to deal with the language of the norms.
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A umeaning is defined by the legal texts themselves; this makes clear that the
creation of umeaning is quite a long task, because it requires the user to search
and read a very large number of documents.

In order to ease this process, we developed a database that contains the full
versions of the desired EUDs and national laws. In this way, the user can carry
out his task according to the following workflow.

– The user creates a new umeaning linked with the term he wants to define.
– He selects relevant citation from legal text; consequently, the browser is

redirected to a search page and the main term attached to the umeaning is
used as the default query.

– After choosing one of the search results, the full text of the legal document
is displayed, with the search terms highlighted.

– Finally, the user selects the text that will go in the citation with the mouse
and confirms the insertion in the references database.

3.3 LTS with Normative Change

When a new normative is approved and enacted it can define a number of new
umeanings; moreover it can happen that the same law can change a number
of old umeanings defined by old laws. In particular, these old umeaning can
become obsolete and no longer valid. We are aware of the difficulties concerning
the modelling of time in artificial intelligence and in formal ontology creation2.
Anyway, in LTS we adopted a naive solution in order to manage the simpler
situation concerning t. In the LTS it was necessary to delete all old umeanings,
causing the loss of all historic information from the database, information that is
quite valuable for a better understanding of the evolution of the normative. This
problem was resolved by using the same solution adopted for the interpretation
and abstraction of the norms (Section 3.2), i.e. empowering LTS with a new
ontological relation called REPLACED BY.

When the paragraph of an EUD defining a umeaning has been modified by
a new EUD, the new one defines a new umeaning that will replace the old
umeaning in the ontology. There will be a relation of type REPLACED BY
between the two umeanings, where the child umeaning is replaced by the more
general umeaning. Also in this case the new ontological relation has some peculiar
characteristics that distinguish it from the usual ontological relations (Fig. 4):

– A REPLACED BY relation brings with it a new data field not present in
the other relations: the substitution date.

– When the user performs a search in the umeanings database the replaced
ones will not be shown, unless the user asks for a certain past date, thus
obtaining a snapshot of the legal ontology that was valid at that particular
moment.

2 E.g. see [28] for a general survey and [12] for normative systems.
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Fig. 4. An example of use of the REPLACED BY relation

– When a new umeaning replaces an old one all the ontological relations in
which the old umeaning participated are automatically aplied to the new
umeaning. If some of them are no longer valid with the new umeaning,
manual intervention from the user is required.

3.4 Enhancing LTS with NLP Techniques

In order to speed up the annotation process, the LTS provides a number of
facilities based on natural language processing. In the definition of a new concept
it is important to collect all the occurrences of the terms that implement that
concept. With this aim, we devised an intelligent search procedure for retrieving
the terms which is based on inverted index, stemming, function words, and on
document similarity.

The term search through the legal texts database adopts the standard inverted
index technique. The inverted index has a quite simple structure: it is a relational
table that maps the terms onto the documents containing them, along with the
position in the document where terms actually occur. The documents belonging
to the national and European levels are stored and indexed in separate relational
tables.

In general, the search for a given term in the documents database is performed
on the root (stem) of the term, instead of searching for the exact term. For
instance, when performing the search on the term “contracts”, also documents
containing only “contract” will be found; this is commonly acknowledged to
enhance the information retrieval performance, as shown in [29].3

Inverted index based on stems can be computationally hard on a large number
of directives. By contrast, the index size can be reduced by excluding the so called

3 The root extraction technique is called stemming, and in the LTS we used a library
written in the Snowball language (http://snowball.tartarus.org), relying on the
Porter algorithm [30].
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function words (e.g. prepositions, articles), i.e. words with a precise grammatical
function but without a real semantic content. In addition, we exclude a number
of common words, e.g. “mio” (“my”) that do not improve the quality of the
search. By excluding these lists of word we significantly reduced the number of
indexes and improved the performance of the system. For instance, the size of
the index of the EUD 90/314/EC decreases from 2336 records to 1152.4

By using the inverted index technique we obtain a statistical distribution of
the words in the documents as a side effect. Such statistics allow us to define
a document similarity measure that can be used into a number of tasks, e.g.
to choose the next Directive to annotate with respect to a number of prefixed
concepts/terms. The computation of the similarity index between documents
relies on the so called cosine document similarity technique [32,33].

3.5 Representing a New Perspective in LTS: The Acquis Principles
Level

One major feature of the LTS approach relies on distinguishing legal information
as belonging to different levels. At the current stage of development, the system
manages terms and meanings at both EU and national levels. The former one
is an ontology of legal concepts derived from the EUDs; the latter one includes
national legal ontologies coming from the various national legal systems. The
current approach has been devised to be general enough to account for hetero-
geneous legal sources (like, e.g., EUDs and “Decreti Legislativi” for European
and Italian national levels respectively), and flexible enough to be extended by
adding further levels. To add a new level into the system, we connect a new le-
gal ontology to an existing one. The new level is linked via explicit associations
connecting a concept belonging to the new ontology and a concept belonging
to the existing ontology. We are applying this procedure in order to define an
Acquis level to the LTS.

We introduce the Acquis level into the LTS by defining explicit associations
between Acquis Principles concepts and EU-level concepts. For example, in Fig. 5
we have that the concept EU-25 (corresponding to the English legal term cred-
itor) present in a EUD is explicitly associated with the national legal concepts
Ita-124 (finanziatore) and Spa-110 (prestamista) for Italian and Spanish, re-
spectively. We can add the term creditor from the Acquis Level by inserting
an explicit association between the Acquis legal concept AC-72 and the Euro-
pean legal concept EU-25. As a consequence, the concept AC-72 is implicitly
associated to the legal concepts Ita-124 and Spa-110. This fact has deep con-
sequences on the way one can build systems for reasoning, that are allowed
to make paths passing through more than two levels, thereby offering new in-
sights (and ready-to-use associations between terms) to scholars in comparative
law.

4 We adopted the list of function words described in [31]
(http://members.unine.ch/jacques.savoy/clef/)
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Fig. 5. LTS augmented with the Acquis level. Thick lines indicate explicit associations;
thin lines indicate implicit associations.

4 Conclusions

In this paper we have discussed some new features that have recently been
introduced in the LTS, a tool for building multilingual conceptual dictionaries
for the EU law. The tool is based on lightweight ontologies to emphasize the
distinction between concepts and terms. Different ontologies are built at the EU
level and for each national language, to deal with polysemy and terminological
and conceptual misalignment.

Many attempts have been made to use ontologies in the legal field (e.g. [2,1],
and there are two projects that are strictly related to our approach, i.e. the LOIS
and DALOS projects. The LOIS project5 [4][34] aimed at the (semi-)automatic
and manual creation of multilingual legal wordnets in the consumer protection
domain. It provided a legal extension to the EuroWordnet architecture [5] and
connected its legal ontologies to existing core legal and higher level ontologies. The
DALOS project6 [35], aimed at building an ontological-linguistic resource for the
purpose of multilingual EU legislative drafting, and is based on the LOIS database
for linguistically reliable national transpositions. Whilst the final goal of LOIS is to
support applications concerning information extraction and the DALOS project
is realized with the aim to help the legislative process, the LTS we have described
in this article is concerned with the access of human experts to the EU documents.

5 http://www.loisproject.org
6 http://www.dalosproject.eu/
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This article illustrates how to distinguish between concepts as they are defined
in the text of the directives and concepts representing the doctrinal interpreta-
tion of the terms. Moreover, we point out how to deal with normative change
by introducing a temporal dimension in ontologies. Finally we show how to add
further levels of representation to the EU and national levels. In particular, we
described a methodology enabling the insertion of a novel set of principles, called
Acquis principles, into the LTS platform. The Acquis principles can be encoded
into a number of legal concepts (along with a terminology), and belong to a new
level of representation, called the Acquis priciples level. These concepts can be
integrated into the LTS by new explicit (and implicit) associations, that connect
the Acquis principles level with European and national levels.

Two main problems arise in our approach: the first one is theoretical, and it
concerns the issue of evaluating the performance of system with more massive
data. We would like to show with some quantitative measure the theoretical
adequacy of LTS. Secondly, the amount of work needed to annotate the EUDs
with concepts, terms and their transpositions, is huge. Future work will involve
exploring ways to extend the LTS ontology and populating it at the various
levels by semi-automatic approaches [36].
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APPENDIX A: List of EC Directives

Core Directives

– 84/450/EEC concerning misleading advertising
– 85/374/EEC concerning liability for defective products
– 85/577/EEC to protect the consumer in respect of contracts negotiated away

from business premises
– 87/102/EEC concerning consumer credit
– 90/88 concerning consumer credit
– 90/314/EEC on package travel, package holidays and package tours
– 93/13/EEC on unfair terms in consumer contracts
– 94/47/EC on the protection of purchasers in respect of certain aspects of

contracts relating to the purchase of the right to use immovable properties
on a timeshare basis

– 97/7/EC on the protection of consumers in respect of distance contracts
– 97/55/EC concerning misleading advertising so as to include comparative

advertising
– 98/6 on consumer protection in the indication of the prices of products of-

fered to consumers
– 98/7 concerning consumer credit
– 98/27/EC on injunctions for the protection of consumers’ interests
– 99/44/EC on certain aspects of the sale of consumer goods and associated

guarantees
– 2000/13/EC relating to labelling, presentation and advertising of foodstuff
– 2001/95 on general product safety
– 2002/65/EC concerning the distance marketing of consumer financial ser-

vices
– Regulation 2006/2004/EC on co-operation between national authorities re-

sponsible for the enforcement of consumer protection laws
– Directive 2005/29/EC on Unfair Commercial Practices

Ancillary Directives

– 76/768/EEC relating to cosmetic products
– 88/378/EEC on toy safety
– 89/552/EEC on TV broadcasting activities
– 96/74/EC on textile names
– 97/5/EC on cross border credit transfers
– Recommendation 98/257 on the principles applicable to bodies responsible

for the out-of-court settlement of consumer disputes
– 2000/31/EC on electronic commerce
– Regulation 2560/2001/EC on cross-border payments in Euro
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Abstract. Automated semantic indexing may be the answer to insufficient re-
call of legal information systems. The semantic web has created powerful tools 
for mark-up and ontological representation. Re-use in legal applications re-
mains low due to inappropriate knowledge structuring and lack of automated 
knowledge acquisition. This paper describes the state of the art and proposes a 
dynamic electronic legal commentary.  

Keywords: Legal Ontologies, Legal Retrieval Systems, Semantic Web,  
Conceptual Indexing. 

1   Introduction 

With indexing, meta knowledge is added to a knowledge source. The concept is based 
on Latin origins: index (“a discoverer, informer, spy; of things, an indicator, the  
forefinger, a title, superscription”) and indicare (“to point out, show”). Structural 
knowledge is represented or made explicit about knowledge on the world, the nature, 
people, human beings and activities [1].  

In law, indexing is a very important tool for coping with the vast body of legal ma-
terials. Firstly, an index of concepts or legal sources is added as an additional entry 
point to the sequential structure of handbooks, textbooks or collections of materials. 
Secondly, summaries of cases (head notes) identify the important parts of court deci-
sions. Thirdly, huge reference systems on legal materials are established as navigators 
in a legal order, either based on citations (e.g. the Austrian index [2] or thesauri (e.g. 
the Swiss thesaurus [3]). 

The medium determines the power of the index. In the Gutenberg era, the paper 
card was the tool for organizing the conceptual structure but had its limits in quantity 
and organization. Only a limited number of meaningful concepts could be taken into 
consideration for this task. Since many years now, databases have taken over provid-
ing cheaper and more efficient handling of an index. Quantitative restrictions on the 
size of the index or its Boolean combinations are gone. Standard information retrieval 
systems, databases and search engines [4] allow an index of more than 100.000 words 
without any significant reduction of search time. Automated indexing is standard in 
the simplified version of indexing with all words except stop words. Internet search 
engines prove that no limits exist in the size of the text corpus. The inverted index 



158 E. Schweighofer 

 

contains all meaningful words of a document corpus seems the access to knowledge 
today.  

Since the early 1990ies, legal retrieval systems (or legal information systems) have 
changed enormously. Gone are the days when interface, access, document presenta-
tion and search were prone to slow service and occasional error. Internet standards 
have established the basis that legal retrieval systems have developed into huge text 
archives of their respective legal systems providing reliable 24 hours/7 days access at 
low or even no cost. In practice, the text archive and the much more efficient handling 
of digital documents are the most prominent advantages.  

Two methods of legal search can be distinguished: information retrieval (IR) and 
artificial intelligence (AI). IR in law is finding legal documents in an unstructured text 
corpus that satisfies the information need. AI in law is finding solutions to legal prob-
lems. Semantic indexing means that methodology moves from the dominant IR search 
(mostly Boolean) to more powerful AI search in the future.  

Seen from the perspective of IR, legal search should provide the 20 most relevant 
documents in a text corpus of millions of documents. Some mark-up (e.g. classifica-
tions, thesauri, citations) has always been part of legal retrieval systems [5, 6], but  
use of these meta data seems to have been diminished due to the prominence of 
Google search. If only very few keywords are matched with a huge index consisting 
of a large and partly unknown vocabulary, discrimination is already mathematically 
difficult and practically impossible. Only iterative search strategies lead to satisfying 
results. It should be noted that good knowledge of the domain plays a very important 
role for efficient searching. Already 20 years ago, evaluations of performance on 
recall and precision of legal information systems were disappointing [7]. Due to big-
ger text corpora and more complex language, the situation has deteriorated. No study 
is available so far but the present trend of digital commentaries as “the index” to the 
text archive is illustrative. Boolean search should find documents already but not 
precisely known whereas digital commentaries provide access to knowledge.  

Semantic web technologies like XML, RDF and OWL provide a platform for the 
extension of current legal retrieval systems with semantic meta data. Semantic index-
ing adds the aspect of AI to legal search.  

The main concepts of AI are knowledge representation and search for solutions [6]. 
Both concepts depend heavily on each other: poor knowledge representation requires 
extensive search; best knowledge representation allows automation of reasoning. The 
search problem addresses this interrelationship that is central to semantic indexing. The 
main question is how search can be improved by adding meanings to a text corpus. 

Semantics is the study of meaning in communication. “In linguistics, semantics is 
the subfield that is devoted to the study of meaning, as inherent at the levels of words, 
phrases, sentences, and even larger units of discourse (referred to as texts). The basic 
area of study is the meaning of signs, and the study of relations between different 
linguistic units.” [8].  

The main types of semantic meanings in law are: vocabulary and legal language, 
legal thesauri, citations, classifications, world ontologies and legal ontologies. A de-
tailed description and analysis of these types will be given below.  

As well known in AI applications, semantic indexing faces a serious scaling-up 
problem if it cannot be properly automated. Tools for semi- and full-automated sum-
marization and indexing are essential for its practical implementation. 
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The remainder of this paper is organized as follows: Section 2 describes the op-
tions and challenges for semantic structuring of legal knowledge, Section 3 gives an 
overview on knowledge acquisition, semi-automatic summarization and indexing. In 
Section 4, the idea and present status of a dynamic electronic commentary is pre-
sented. Section 5 contains conclusions and future work. 

2   Options and Challenges for Semantic Structuring of Legal 
Knowledge 

Semantic structuring in law has some particularities due to the legal domain and its 
language. The legal text corpus is not inherently structured and a formal taxonomy 
does not exist. Legal structuring as such is done by lawyers, in their minds, and is 
presented and made explicit in their argumentations and writings. As a product of this 
process, a legal commentary is considered as the highest level of this endeavour. The 
understanding of logic remains also quite different from the formal logic of computer 
science: its open legal concepts, inherent dynamics of law, system models and syntac-
tic ambiguities provide strong impediments to formalisation.  

Thus, a mind gap still exists between traditional legal structuring and formaliza-
tion. Whereas legal language and conceptual structures are starting points for both 
methods, the refinement and subsequent knowledge representation and management 
still differ tremendously. It may be also noted that perceptions on quality do not 
match either. Legal dogmatics still aims for a most comprehensive and detailed repre-
sentation of legal authorities. Computer-supported knowledge representation remains 
in my view still too fascinated by highly advanced structuring and formalization but 
misses too often the scaling-up requirement in order to be taken seriously by lawyers.  

Legal ontologies as an explicit formalization of a domain may bridge this gap be-
tween formal logic required for automated legal applications and the classical logic of 
jurisprudence. They could function as the missing link between the AI & law and the 
theory of law. The lack of a sufficient number of explicit specifications of knowledge 
could thus be solved.  

The start of our analysis will be legal language that constitutes the most important 
tool for legal knowledge representation. Thesauri (or legal dictionaries) getting more 
importance now as a traditional tool for representation of knowledge about legal lan-
guage use. When thesauri are transformed into computer-useable formalizations with 
automation options, a first sketchy legal ontology is already created. More advanced 
representations may formalize complex legal rules and conceptual structures.  

2.1   Legal Language 

The body of regulatory knowledge must be communicated from international, European, 
national, regional and communal and other lawmakers to the citizens [9, 10]. Text (in 
legal language) is still the dominant tool but pictures and multimedia are gaining in  
importance.  

Legal texts contain a technical terminology with four characteristics [11]: Special-
ized words and phrases unique to law (e.g. erga omnes, tort etc.) are highly used. 
Many quotidian words have different meanings in law, e.g., action (lawsuit) or party 
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(a principal in a lawsuit). Legal writing employs many old words and phrases but also 
loan words and phrases from other languages (e.g. Latin prima facie).  

This legal vocabulary contains lexical items with specific semantic meaning due to 
the conceptual model of a legal domain. Practice of lawmakers and courts has been 
arbitrarily added to difficulty and complexity. In short, legal vocabularies contain 
open-textured terms, are inherently dynamic, and the norms in which legal terms are 
used, are syntactically ambiguous. This allows for contradictions to arise from judicial 
problem solving.  

Legal retrieval systems represent this legal knowledge in an unstructured way con-
taining all synonyms, polysems or homonyms. Legal writers have developed a com-
plex structure of concepts as an abstraction from the text corpus as represented in legal 
databases. This abstraction shows the (supposed) logical and conceptual structure.  

This assessment is confirmed by statistical analysis of legal sources. It is well 
known that statistical tools for ranking do not sufficiently work in legal databases. 
On the web or in news databases, statistical word distribution provides support for 
information filtering and classification. In law, results are interesting but by far not 
satisfying [12].  

2.2   Thesauri and Concept Jurisprudence 

A thesaurus for indexing contains a list of every important term in a given domain of 
knowledge and a set of related terms for each of these terms [13, 14]. A lexical ontol-
ogy builds up from this basis with works on glossaries and dictionaries, extends the 
relations and makes this knowledge computer-usable in order to allow intelligent 
applications. More advanced conceptual work has a long tradition in law. This con-
cept jurisprudence provides definitions and structure to a legal domain. Lexical on-
tologies add the formalisation method to these representations hat can be understood 
and re-used by a knowledge system.  

2.3   Ontologies 

Ontologies [15] constitute an explicit formal specification of a common conceptuali-
zation with term hierarchies, relations and attributes that makes it possible to reuse 
this knowledge for automated applications. The formalization must be on the one 
hand sufficiently powerful with regard to the knowledge representation, on the other 
hand it must offer functionalities for automation as well as tools to be produced auto-
matically (see for lexically based ontologies [16]). 

In law, two ontologies are required: A world ontology for understanding the facts 
and a legal domain ontology for structuring the legal knowledge. Any ontology de-
scribing the world and its knowledge is regarded as world ontology. The term as such 
corresponds with facts of a legal case: state of things, actions performed, events, an 
actual happening in time and space etc. Lawyers have to understand – with the help of 
experts – as much as possible of the world and its facts in order to handle properly 
legal governance. Thesauri or lexical ontologies may mix both ontologies but at a 
later stage a strict differentiation is needed for the purpose of legal subsumption.  
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2.4   Semantic Web 

The semantic web can be considered as an extension to the current web in providing a 
common framework that allows data to be shared and reused [17]. According to Tim 
Berners-Lee, the Semantic Web is "not a separate Web but an extension of the current 
one, in which information is given well-defined meaning, better enabling computers 
and people to work in cooperation” [18]. Information available on the web is semanti-
cally tagged and linked using the technologies of Resource Description Framework 
(RDF), XML and URIs. This layer model [19] is based on XML (schema, name 
spaces) that offers a structuring of documents and data at the syntactic level. The next 
level forms RDF (schema) using the syntax of XML and providing clear rules for the 
production of meta-data. RDF describes resources by attributes. The RDF attributes 
are defined as a valid vocabulary by the RDF schema forming also classes and class 
hierarchies. The next layer may be a logical one, an inference machine (see for ideas 
of AI & law on the semantic web [20]). In 2004, the W3C has published, besides 
RDF, the Web Ontology Language (OWL) for the development of sets of terms called 
ontologies that can be used for supporting advanced Web search, software agents and 
knowledge management [21]. 

Besides establishing the framework, the web has so far not much been changed to a 
semantic representation and offered a broad high-level structuring of knowledge. In 
law, the semantic web constitutes a tool for representation of domain knowledge but 
has so far only been used in legal research.  

2.5   WordNet Technologies  

WordNet is an online lexical reference system that is an initiative of the linguist 
George Miller. It has been developed and is being maintained by the Cognitive  
Science Laboratory at Princeton University [22, 23, 24]. Its design is inspired by 
current psycholinguistic theories of human lexical memory. It encodes conceptual 
relationships between terms by arranging them in a hierarchical structure. Words 
(nouns, verbs, adjectives and adverbs) and their short definitions are grouped into 
synonym sets (synsets), each representing a specific lexical concept. The synsets are 
linked by a set of different semantic relations (mainly synonymy/antonymy, hy-
ponymy/hyperonymy, meronymy and morphological relations to reduce word forms). 
WordNet aims at supporting automatic text analysis and AI applications and at pro-
viding an intuitively useable enhanced dictionary. The database of the current version 
2.0 contains about 150,000 words organized in 115,000 synsets for 200,000 word-
sense pairs. 

The WordNet technology primarily aims at linguistic support. As concepts are de-
fined with natural language terms, no semantic definitions exist in a formal language. 
The definitions remain vague from a legal point of view. It is also evident that re-use 
for automatic reasoning support is limited [25].  

The motivation of the EuroWordNet (EWN) [26] was the support of mono- and 
cross-lingual information retrieval. Based on the Princeton WordNet technology, 
lexica for eight European languages were developed and connected by an inter-lingual 
index (ILI) [27]. Within the EWN, the structure of the WordNet was supplemented 
with additional semantic-lexical relations and three top-level categories. The top level 
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offers 63 semantic distinctions grouped into 3 types of entities. They can be accessed 
by the ILI and form together the common semantic framework for all European lan-
guages. The work on EWN was finished in 1999 but its framework has been contin-
ued by the Global WordNet Association, which builds on the results of Princeton 
WordNet and EWN and provides a worldwide platform for discussing, sharing and 
interconnecting WordNets. A standard conversion of the Princeton WordNet to 
RDF/OWL has been developed under the auspices of the W3C [28]. WordNet has 
been used in the LOIS project [43].  

2.6   Cyc 

The aim of the Cyc project is to provide automated applications with a knowledge 
base of formally represented “common sense”: real world knowledge that can provide 
a basis for additional knowledge to be gathered and interpreted automatically [29]. At 
present, over three million facts and rules have been formally represented in the Cyc 
knowledge base using CycL, Cyc’s formal representation language [30].  

The huge potential of the Cyc knowledge is still under experimentation. Applica-
tions currently available or in development are integration of heterogeneous databases 
or intelligent search. In the list of potential applications proposed by the Cyc project, 
law is not specially mentioned; semantic data mining may be close to the proposed 
development of an electronic commentary. However, no experiments are reported in 
this direction so far.  

2.7   Legal Ontologies 

The motivations for the creation of legal ontologies are evident: common use of 
knowledge, examination of a knowledge base, knowledge acquisition, representation 
and reuse of knowledge up to the needs of software engineering [31].  

Five types of legal ontologies can be distinguished: representations of legal knowl-
edge, conceptual information retrieval systems, multilingual thesauri, advanced lexi-
cal ontologies or interchange formats of documents and knowledge.  

Legal knowledge representation remains the most important and challenging task 
of legal ontologies. After important preliminary work. [32, 33, 34], the frame-based 
ontology FBO of [35] and [36] as well as the functional ontology FOLaw [37] 
achieved some prominence. Both were formalized with the description language ON-
TOLINGUA [15] and represent a rather epistemic approach. 

The FBO is conceived as a general and re-usable legal ontology, which offers three 
classes of model primitives, whereby for each unit a frame structure with all relevant 
attributes is defined. The types of frames are: norm, action and concept. 

The aim of FOLaw is the organization and interconnection of legal knowledge, in 
particular with regard to the conceptual information retrieval. It contains six basic 
categories of the legal knowledge: normative knowledge, meta-legal knowledge, world 
knowledge, responsibility knowledge, reactive knowledge and creative knowledge. 
FOLaw has been used in follow-up projects. The central difficulty of the FOLaw 
proved to be the modeling of the “world knowledge”. The knowledge gained from 
FOLaw was used in many projects, in particular E-Court and in the development of a 
core legal ontology called LRI-Core [38]. The goal of E-Court was the semi-automated 



 Semantic Indexing of Legal Documents 163 

 

multi-lingual information management of various sources (audio, video, text) in the 
field of penal law. LRI-Core is a broad concept structure with typical main legal con-
cepts. Anchors as links between the foundational (upper) ontology (the world knowl-
edge) and the legal core ontology (the legal concepts) would support legal subsump-
tion. E-Power [39] was a project of the Dutch Tax and Customs Administration. Laws 
and regulations were formalized as conceptual models offering automated tasks (e.g. 
subsumption, calculation or document assembly) and providing comprehensive support 
from legislation to application.  

An impressive standard for the development of a legal ontology exists now with 
the LKIF Core Ontology (Legal Knowledge Interchange Format) [40]. This ontology 
was developed in the Estrella project. An application exists in the field of traffic law. 
LKIF contains a Standard OWL ontology with OWL-DL (description logic) and de-
scription logic programs (DLP). Formalizations of obligations, permissions, roles, 
rights, duties, privileges, liabilities etc., top level clusters, mereological relations, 
location, time, changes (processes), agents + actions + roles, propositions, legal 
agents + actions, rights, powers, norms etc. have been developed. LKIF rules are 
more expressive than those in OWL. The high quality of LKIF is accepted, however, 
the number of follow-up applications remains quite low.  

Much easier for practical applications are conceptual information retrieval systems. 
Knowledge is reformulated using legal ontologies allowing advanced and intelligent 
search. In the CLIME/MILE project [41], a legal information server has been devel-
oped for the classification of ships and maritime law. Iuriservice [42] is a web-based 
decision support for Spanish judges in their first appointment. It consists of a database 
of FAQ, ontological description of documents, a question topic ontology (QTO), an 
Ontology of Professional Judical Knowledge (OPJK) and semantic distance calcula-
tion for improved retrieval.   

Lexical ontologies on multilingual thesauri use the ontological structuring for ac-
cess to multilingual text corpuses. In the LOIS (Lexical Ontologies for legal Informa-
tion Serving) project, a tool for multi-lingual access to European legal databases was 
created. 5000 legal concepts were formally represented in all languages on the basis 
of the WorldNet technology in six languages (synsets of the ILI inter-lingual index 
containing also legal definitions) [43]. The Legal Taxonomy Syllabus [44] is a tool 
for annotation and recovery of multi-lingua legal information on EU directives. It 
contains legal dictionaries and taxanomies of legal concepts. In the follow-up project 
of LOIS, the DALOS project, an ontological-linguistic resource for multilingual draft-
ing process in EU was created [45]. The ontological layer consists of a conceptual 
modelling at a language-independent level. The lexical layer represents lexical mani-
festations in different languages. The ontology is created using also term extraction 
with NLP tools.  

Advanced lexical ontologies differ from lexical ontologies in the quality of 
knowledge representation and its use. Projects results of LOIS, Legal Taxonomy 
Syllabus, Juriservice or DALOS provide the basis. According to the outline of the 
Core Legal Ontology (CLO), the advanced lexical ontology consists of a world on-
tology (world knowledge represented in thesaurus entries) and a legal ontology (le-
gal system represented in materials rules, procedural rules and concepts). In both 
ontologies, concepts are represented as frames. These frames allow for establishing 
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extensive links between the world ontology and the legal ontology providing some 
support for legal subsumption [46].  

Interchange formats for documents and knowledge provide basic support for the 
development of ontologies. Many interchange standards for documents exist now in 
international, European and national applications (e.g. E-Law in Austria). With 
MetaLex, a generic and extensible framework for XML-encoding of legal resources 
has been developed [47].  

3   Knowledge Acquisition, Semi-automatic Summarization and 
Indexing   

The knowledge acquisition task for a LKIF-like application remains to be solved. 
Quality expectations on knowledge representation in law are very high. Lawyers are 
liable for any error in their legal work; thus, poor knowledge management cannot be 
accepted. Knowledge products must be accurate, reliable and up to date on relevant 
legal authorities.  

Lawyers as human knowledge engineers can produce the required quality. The 
knowledge teams have grown over the years in order to cope with work load and 
speed. So far, these resources only go to traditional products like handbooks or com-
mentaries. Advanced tools of knowledge acquisition are not used much so far but this 
situation may change in the next years.  

Automation of knowledge acquisition is the next option. However, computational 
linguistics and natural language processing do not achieve the required quality so far. 
Therefore, a full automation of knowledge acquisition from a huge text corpus will 
still remain wishful thinking for a while. 

Since the 1990ies, semi-automatic knowledge acquisition, summarization and in-
dexing of legal documents are considered as the most promising option. These meth-
ods demand an efficient handling of three components: text corpus, meta data and 
matching facility. 

The text corpus can remain in simple text or HTML or upgraded to a higher repre-
sentation. In particular, part-of-speech tagging, e.g. mapping the words in a text cor-
pus as corresponding to a particular word class and its relations with adjacent and 
related words in its context by efficient parsers, constitutes a major improvement.  

The meta data consists of a knowledge base with a lexical ontology or higher onto-
logical representations. Such a specialized ontology differs from a standard ontology 
in the added information for the automated matching task. In particular, information 
on context, special document parts, or even catch phrases may be added. 

The matching facility is based on Boolean search for identical or similar expres-
sions. Simple lexical ontologies are reduced to Boolean search for terms and their 
synonyms in text corpora. Higher ontologies may take advantage of higher represen-
tations with part-of-speech taggers. Quite many prototypes already exist in the related 
field of semi-automatic text analysis and conceptual indexing (see e.g. the projects 
KONTERM [6, 12], SALOMON [48], FLEXICON [49], SMILE [50], or Support 
Vector Machines [51]). Summarization work relies also on automatic corpora-based 
analysis for finding of concepts.  
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The automated linking of documents constitutes the most advanced work in seman-
tic indexing (e.g. AustLII [52], CiteSeer [53]). It has to be noted that the task is easier 
due to more formalized language and a controlled vocabulary.  

4   Semantic Indexing and the Dynamic Electronic Legal 
Commentary  

Handbooks or commentaries are the most advanced form of traditional explicit 
knowledge representation. A legal handbook or commentary consists of two parts that 
are closely interrelated: a systematically structured analysis of a legal domain and a 
reference section containing all important documents of relevant authorities (parlia-
ments, courts, administrations, legal authors etc.). The sequential structure can be 
based on a particular legal act (e.g. in sections or articles (“Kommentar”)) or a con-
ceptual structure (“System”). These representations are also classified according to 
the size and depth of analysis.  

Legal authors are producing handbooks or commentaries that are thus representing 
intellectual analysis of a particular knowledge domain. Human brains grasp as much 
knowledge as possible by reading and studying the factual and legal materials and 
related legal practice. Handbooks or commentaries are always slightly outdated as it 
takes some time to analyse the domain. Printing obstacles for regular updates have 
been overcome by digital editions of commentaries (e.g. the Austrian legal databases 
RDB [54] and LexisNexis [55]).  

A dynamic electronic legal commentary has the same aim - a sufficiently detailed 
representation of a legal domain – but a very different knowledge representation. The 
most important tool is not the human brain but the computer. The input – a text corpus 
of a legal system – is described, indexed, reformulated, extracted, classified, summa-
rized and analyzed by means of semantic indexing. The output is a compressed 
knowledge representation similar to the traditional commentary. Obviously, the repre-
sentation cannot be in prose but consists of a highly structured set of hyperlinks to 
legal materials and world knowledge, semantic indexing of materials as well as a 
summarisation of most important documents. It will be still the work of legal authors 
to reformulate this representation into a nicely written legal text if necessary. How-
ever, it has to be noted that today large sections of legal commentaries are also mostly 
references with short hints to contextual content. The main advantage lies in the 
automation of conceptual indexing. A daily consideration of updates, e.g. a dynamic 
adaptation, will be possible. It has to be stressed too that sufficient quality of a dy-
namic electronic legal commentary is subject to the knowledge engineering team. 
This group of human brains has to develop and maintain the knowledge base but also 
fulfil regular checks and improvements of its output.  

Text corpora with sufficient coverage are available in legal databases. It is mostly a 
question of the knowledge representation if part-of-speech parsers or a reformulation 
of text in an abstract representation as a conceptual and logical structure is required or 
not. The main problem consists in developing appropriate legal ontologies as knowl-
edge representations.  

Available legal ontologies are either broad and shallow (e.g. LOIS and DALOS) or 
small and deep (e.g. LRI Core). Further, world ontologies like WordNet or Cyc must 
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still be improved. Small experiments with the LOIS lexical ontology have shown that 
the number of 5000 lexical entries was not sufficiently big for a sufficient granularity 
of the analysis. Thus, a first application of a dynamic electronic legal commentary 
requires improved ontologies that are presently developed in smaller domains of legal 
informatics, state aid law and consular and diplomatic protection law at our Centre. 

Limited but important options exist for the improvement of legal information sys-
tems. Existing or improved mark-up and semantic indexing may be used for tools like 
a navigator (computation of time layers of the legal order, provision of consolidated 
texts etc.), a citator (automatic linking of documents) or a terminologist (conceptual 
analysis of a text corpus). Such instruments can be implemented in short time and 
would be highly desirable [56]. Prototypes and practical applications already exist, 
however, automation and semantic indexing can still be improved.  

5   Conclusions  

Legal semantic indexing and the semantic web share a common fate. Whereas power-
ful formalizations exist in the form of MetaLex, LKIF or LOIS, legal practice has not 
used much of it for applications. Advantages of re-use of formalized knowledge and 
dynamic updating do not seem sufficiently convincing for lawyers. Research is ongo-
ing and the concept of a dynamic electronic legal commentary may be implemented in 
the near future given sufficiently powerful world and legal ontologies. In the near 
future, automated tools for the improvement of legal information systems like naviga-
tor, citator or terminologist may provide a highly helpful support for users.  

References 

1. Wikitionary, index (2009), http://en.wiktionary.org/wiki/index 
2. Index 2006, Rechtsprechung und Schrifttum, Jahresübersicht 2006. Band 59, Begründet 

von Franz Hohenecker. Manz, Wien (2007) 
3. Jurivoc. Dreisprachiger Thesaurus des Schweizerischen Bundesgerichts (2009),  
 http://www.bger.ch/de/index/juridiction/ 
 jurisdiction-inherit-template/jurisdiction-jurivoc-home.htm 

4. Manning, C.D., Raghavan, P., Schütze, H.: Introduction to Information Retrieval. Cam-
bridge University Press, Cambridge (2008) 

5. Bing, J. (ed.): Handbook of Legal Information Retrieval. North-Holland, Amsterdam 
(1984) 

6. Schweighofer, E.: Legal Knowledge Representation, Automatic Text Analysis in Public 
International and European Law. Kluwer Law International, The Hague (1999) 

7. Blair, D.C., Maron, M.E.: An Evaluation of Retrieval Effectiveness for a Full-text Docu-
ment-retrieval System. Comm. ACM 28, 289–299 (1985) 

8. Wikipedia, semantic (2009), http://en.wikipedia.org/wiki/Semantic 
9. Rathert, M.: Sprache und Recht. Universitätsverlag Winter, Heidelberg (2006) 

10. Tiscornia, D.: The Lois Project: Lexical Ontologies for Legal Information Sharing. In: Bi-
agioli, C., Francesconi, E., Sator, G. (eds.) Proceedings of the V. Legislative XML Work-
shop. European Press Academic Publishing, Firence (2006) 

11. Wikipedia, legal writing (2009),  
  http://en.wikipedia.org/wiki/legal_writing 



 Semantic Indexing of Legal Documents 167 

 

12. Schweighofer, E., et al.: Improvement of Vector Representation of Legal Documents with 
Legal Ontologies. In: Proceedings of the 5th BIS. Poznan University of Economics Press, 
Poznan (2002) 

13. Wikipedia, thesaurus (2009), http://en.wikipedia.org/wiki/Thesaurus 
14. ISO: Documentation – Guidelines for the establishment and development of monolingual 

thesauri, ISO 2788 (1986)  
15. Gruber, T.R.: A Translation Approach to Portable Ontology Specifications. Knowledge 

Acquisition 5/2, 199–220 (1993) 
16. Hirst, G.: Ontology and the Lexicon. In: Staab, S., Studer, R. (eds.) Handbook on Ontolo-

gies, pp. 210–229. Springer, Heidelberg (2004) 
17. W3C: Semantic Web Activity, http://www.w3.org/2001/sw/ 
18. Berners-Lee, T., et al.: The Semantic Web. Scientific American 284(5), 34–53 (2001) 
19. Koivunen, M.-R., Miller, E.: W3C Semantic Web Activity. In: Proceedings of the Seman-

tic Web Kick-off Seminar, HIIT Publications 2002/1, Helsinki, pp. 27–43 (2002),  
  http://www.w3.org/2001/12/semweb-fin/w3csw 

20. Benjamins, R., et al.: Law and the Semantic Web, an Introduction. In: Benjamins, V.R., 
Casanovas, P., Breuker, J., Gangemi, A., et al. (eds.) Law and the Semantic Web. LNCS 
(LNAI), vol. 3369, pp. 1–17. Springer, Heidelberg (2005) 

21. W3C: OWL Web Ontology Language Semantics and Abstract Syntax, W3C Recommen-
dation (February 10, 2004),  

  http://www.w3.org/TR/2004/REC-owl-semantics-20040210/  
22. Miller, G.A., et al.: Five Papers on WordNet, CSL Report 43. Cognitive Science Labora-

tory, Princeton University (1990),  
  ftp://ftp.cogsci.princeton.edu/pub/wordnet/5papers.ps 

23. Fellbaum, C. (ed.): WordNet: An Electronic Lexical Database. MIT Press, Cambridge 
(1998) 

24. WordNet website, http://wordnet.princeton.edu/ 
25. Fensel, D.: Ontologies: A Silver Bullet for Knowledge Management and electronic Com-

merce, 2nd edn. Springer, Berlin (2004) 
26. EuroWordNet website, http://www.illc.uva.nl/EuroWordNet/docs.html 
27. Vossen, P. (ed.): EuroWordNet General Document (LE2-4003, LE4-8328). Final Docu-

ment, Version 3 (1993), http://www.illc.uva.nl/EuroWordNet/docs.html 
28. W3C: RDF/OWL Representation of WordNetW3C Working Draft (June 19, 2006),  

  http://www.w3.org/TR/2006/WD-wordnet-rdf-20060619/  
29. Lenat, D.B.: Cyc: a Large-Scale Investment in Knowledge Infrastructure. Communications 

of the ACM 38(11), 33–38 (1995) 
30. Cyc website, http://www.cyc.com/cyc 
31. Bench-Capon, T.J.M., Visser, P.R.S.: Ontologies in Legal Information Systems: The Need 

for Explicit Specifications of Domain Conceptualisations. In: Proceedings of the 6th 
ICAIL, pp. 132–141. ACM Press, New York (1997) 

32. McCarty, L.T.: A Language for Legal Discourse: I. Basic Features. In: Proceedings of the 
2nd ICAIL, pp. 180–189. ACM Press, New York (1989) 

33. Hafner, C.D.: An Information Retrieval System Based on a Computer Model of Legal 
Knowledge. UNI Research Press, Ann Arbor (1977) 

34. Stamper, R.K.: The Role of Semantics in Legal Expert Systems and Legal Reasoning.  
Ratio Juris 4/2, 219–244 (1991) 

35. van Kralingen, R.W.: Frame-based Conceptual Models of Staute Law. Ph.D. Thesis,  
University of Leiden, The Hague (1995) 



168 E. Schweighofer 

 

36. Visser, P.R.S.: Knowledge Specification for Multiple Legal Tasks: A Case Study of the  
Interaction Problem in the Legal Domain. Computer Law Series, vol. 17. Kluwer Law In-
ternational, The Hague (1995) 

37. Valente, A.: Legal knowledge engineering: A modelling approach. IOS Press, Amsterdam 
(1995) 

38. Breuker, J., Hoekstra, R.: DIRECT: Ontology-based Discovery of Responsibility and  
Causality in Legal Case Descriptions. In: Proceedings of the 17th JURIX. IOS Press, Am-
sterdam (2004) 

39. Van Engers, T.M., Gerrits, R., Boekenoogen, M., Glassée, E., Kordelaar, P.: POWER: Us-
ing UML/OCL for modeling legislation - an application report. In: Proceedings of the 8th 
international conference on Artificial intelligence and law, pp. 157–167. ACM Press, New 
York (2001) 

40. Hoekstra, R., Breuker, J., De Bello, M., Boer, A.: The LKIF Core Ontology of Basic Legal 
Concepts. In: Casanovas, P., Biasiotti, M.A., Francesconi, E., Sagri, M.T. (eds.) Proceed-
ings of LOAIT 2007, II. Workshop on Legal Ontologies and Artificial Intelligence Tech-
niques, pp. 43–64 (2007),  

  http://www.ittig.cnr.it/loait/LOAIT07-Proceedings.pdf 
41. Winkels, R., et al.: CLIME: lessons learned in legal information serving. In: Proceedings 

of the 15th ECAI, pp. 230–234. IOS Press, Amsterdam (2002) 
42. Casellas, N., Casanovas, P., Vallbé, J.-J., Poblet, M., Blázquez, M., Contreras, J., López-

Cobo, J.-M., Benjamins, R.: Semantic Enhancement for Legal Information Retrieval: IUR-
ISERVICE performance. In: Eleventh International Conference on Artificial Intelligence 
and Law, pp. 49–57. ACM Press, New York (2007) 

43. Dini, L., Liebwald, D., Mommers, L., Peters, W., Schweighofer, E., Voermans, W.: LOIS 
Cross-lingual Legal Information Retrieval Using a WordNet Architecture. In: Proc. Tenth 
Int. Conf. on Artificial Intelligence & Law, pp. 163–167. ACM Press, New York (2005) 

44. Ajani, G., Lesmo, L., Boella, G., Mazzei, A., Rossi, P.: Terminological and Ontological 
Analysis of European Directives: multilinguism in Law. In: Eleventh International Confer-
ence on Artificial Intelligence and Law, pp. 43–48. ACM Press, New York (2007) 

45. Francesconi, E., Spinosa, P., Tiscorina, D.: A linguistic-ontological support for  
multilingual legislative drafting: the DALOS Project. In: Casanovas, P., Biasiotti, M.A., 
Francesconi, E., Sagri, M.T. (eds.) Proceedings of LOAIT 2007, II. Workshop on Legal 
Ontologies and Artificial Intelligence Techniques, pp. 103–112 (2007),  

  http://www.ittig.cnr.it/loait/LOAIT07-Proceedings.pdf 
46. Schweighofer, E.: Computing Law: From Legal Information Systems to Dynamic Legal 

Electronic Commentaries. In: Magnusson Sjöberg, C., Wahlgren, P. (eds.) Festskrift till 
Peter Seipel, pp. 569–588, Norsteds Juridik AB, Stockholm (2006) 

47. Boer, A., Winkels, R., Vitali, F.: Proposed XML Standards for Law: MetaLex and LKIF. 
In: Lodder, A.R., Mommers, L. (eds.) Legal Knowledge and Information Systems, JURIX 
2007: The Twentieth Annual Conference, pp. 19–28. IOS Press, Amsterdam (2007) 

48. Moens, M.-F., et al.: Abstracting of Legal Cases: The SALOMON Experience. In: Pro-
ceedings of the 6th ICAIL, pp. 114–122. ACM Press, New York (1997) 

49. Smith, J.C., et al.: Artificial Intelligence and Legal Discourse: The Flexlaw Legal Text 
Management System. Artificial Intelligence and Law 3(1-2), 55–95 (1995) 

50. Brüninghaus, S., Ashley, K.D.: Improving the Representation of Legal Case Texts with In-
formation extraction Methods. In: Proceedings of the 8th ICAIL, pp. 42–51. ACM Press, 
New York (2001) 

51. Gonçalves, T., Quaresma, P.: Is linguistic information relevant for the classification of le-
gal texts? In: Proceedings of the 10th ICAIL, pp. 168–176. ACM Press, New York (1995) 



 Semantic Indexing of Legal Documents 169 

 

52. AustLII website, http://www.austlii.edu.au 
53. CiteSeer website, http://citeseer.ist.psu.edu/cs 
54. RDB Rechtsdatenbank website, http://rdb.at 
55. Lexis Nexis Orac ARD website, http://www.lexisnexis.at 
56. Schweighofer, E.: EUR-Lex: from data structures to legal ontologies. In: 25 Years of 

European Law Online, The Event, pp. 137–150. Office for Publications, Luxembourg 
(2007) 

 
 



 

E. Francesconi et al. (Eds.): Semantic Processing of Legal Texts, LNAI 6036, pp. 170–191, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

Automated Classification of Norms in Sources of Law 

Emile de Maat and Radboud Winkels 

Leibniz Center for Law, University of Amsterdam 
{demaat,winkels}@uva.nl  

Abstract. The research described here attempts to achieve automated support 
for modelling sources of law for legal knowledge based systems and services. 
Many existing systems use models that do not reflect the entire law, and sim-
plify parts of the text. These models are difficult to validate, maintain and  
re-use. We propose to create an intermediate model that has an isomorphic rep-
resentation of the structure of the original text. A first step towards automated 
modelling is the detection and classification of provisions in sources of law. A 
list of different categories of norms and provisions that are used in Dutch legal 
texts is presented. These categories can be identified by the use of typical text 
patterns. Next, the results of experiments in automated classification of provi-
sions using these patterns are presented. 91% of 592 sentences in fifteen differ-
ent Dutch laws were classified correctly. Some conclusions about the generality 
of the approach are drawn and future research is outlined. 

Keywords: Categorisation of Norms, Experimental Results, Natural Language 
Processing. 

1   Introduction 

If we want to design and build systems to support users in handling legal knowledge 
or data, we will always have to start with the sources of law. After all, in a modern 
constitutional state, all legal action is grounded in and justified by these sources.  
Legal texts, however, are meant to be read by humans, and are written in natural  
language. In order to make these sources available to machines, they need to be trans-
lated from natural languages to formal languages. This is a time and effort consuming 
task, usually performed by knowledge engineers with the aid of legal experts. People 
are researching ways to support and partially automate this task. A first and relatively 
easy step is to transform unstructured or badly structured text into a well structured 
one. We use the MetaLex XML interchange format for legal sources for that.1 Sec-
ondly, we want to find and resolve all references in the text, both internal and to ex-
ternal sources, and tag these explicitly, also using MetaLex. That research has been 
described before; see e.g. [1]. This chapter will discuss the next step: Recognizing and 
classifying norms or provisions in the legal sources. The idea is that this classification 
facilitates the suggestion of model fragments to be used for representing the meaning 
                                                           
1 www.metalex.eu  
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of these norms and provisions. In the (E)-Power project this classification was left 
implicit and the step from the surface structure of sentences to a formal representation 
was typically too large to yield useful automatic translations [2]. Making this inter-
mediate step explicit should bridge this gap to some extent. We will first present a 
classification of norms at a very general level, based on their function in the legal 
system (Section 2). In Section 4 we will present a finer grained classification and 
typical examples from Dutch law. These examples also show the typical language 
structures legislative drafters use (at least in the Netherlands) that will help us in 
automatically recognising these norms in legal texts. Next, we will show the results of 
a classifier based upon these typical language structures (Sections 5 and 6). We will 
end with a discussion and conclusions (Section 7). 

2   Models of Legislative Texts 

The goal of a law is (or perhaps: should be?) to set rules for the people (and organisa-
tions) living in a country (or whatever the jurisdiction of the law is). It tells them what 
they can do and cannot do, and what their rights and duties are. So, we could expect a 
law to consist mainly of statements like “Everybody has the right to freedom of 
speech” and “If you take care of a child less than eighteen years of age, you have a 
right to child benefit”. This turns out not to be the case. Hart [3] distinguishes two 
types of rules in a law: primary and secondary rules. The primary rules are the rules 
that refer to human behaviour. Secondary rules are actually rules about primary rules, 
and form a meta-level. Three types of secondary rules are given by Hart: rules of 
recognition, rules of change and rules of adjudication. Rules of recognition determine 
which rules are ‘official’, rules of change allow for the changing of rules and rules of 
adjudication empower individuals to judge whether a rule has been broken. 

An example of a primary rule is the following one: 
 

General Child Benefit Law, article 7, sub 1 
Conform the stipulations of this law, the insured has a right to child benefit for an 
own child, a stepchild and a foster child which: 
a. is younger than 16 years of age and belongs to his household; or 
b. is younger than 18 years of age and is maintained by him for a significant 

amount. 
 
This sentence gives the right to child benefit to the insured, provided certain condi-
tions are met. On the other hand, the following norm is a typical example of a secon-
dary rule. Although it comes from the General Child Benefit Law, there is nothing in 
this sentence that helps a citizen determine whether or not he has a right to Child 
Benefit, and, if so, to what amount of Child Benefit. 
 
General Child Benefit Law, article 24b 
By Ministerial Decree additional rules can be set regarding the articles 24, sub 1, 2, 
3, 4, 5 and 6, and 24a. 
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In a sense, these secondary rules can be seen as overhead in the law. We want the law 
to regulate certain things (in this case, child benefit). In addition to the rules on child 
benefit, however, we need some rules to fit these “core rules” in the legal framework. 
Other examples are auxiliary provisions that handle enactment of the law, changes, 
etc. 

It is not only the secondary norms, however, that form overhead. The following 
sentence, for example, is clearly a primary norm, directing some part of the behaviour 
of citizens: 
 
General Child Benefit Law, article 14, sub 2 
A request is made by means of an application form, which is provided by the Social 
Insurance Bank. 

 
It is not a “core rule”, however, as it does not post a direct rule regarding who re-
ceives child benefit and how much. Of course, it is rather obvious why it is present in 
the law. Unfortunately, by merely specifying who receives child benefit and how 
much, the benefits are not automatically distributed. A system needs to be set up for 
this to happen. This leads to two layers of additional procedural overhead. The first 
layer (to which the example above belongs) is still directed to the behaviour of citi-
zens (or citizens’ organisations). These rules are not primary rules, even though they 
are dealing with citizens’ behaviour, as they only exist to support the primary rules. 
On the other hand, they are not rules of recognition, change or adjudication, and 
therefore, are not instances of Hart’s secondary rules. The second layer is about the 
internal workings of the government and the duties of civil servants. This second 
layer will contain similar procedural rules, but this time aimed at civil servants. It will 
also contain norms of competence (as defined in [4]), as well as Hart’s rules of  
adjudication. 

An example of a sentence from this second layer is the following: 
 

General Child Benefit Act, article 17d, sub 3 
The Attorney General will inform the Social Insurance Bank of any circumstances 
as meant under sub 1 or 2. 

 
All in all, we come to a four-layer model of the law, as illustrated in Figure 1: 

 

Fig. 1. Layers of norms 
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This model depicts the four layers of norms as we have described above. For a more 
complete model of the law, we must remind ourselves that not all the text in a law 
forms actual norms. In addition to the norms, the body of the law contains definitions. 
Although definitions could be considered to be normative (for example, a definition 
of a car could be considered a normative statement determining what may or may not 
be called a car for the purpose of this law), it is certainly not a normative rule in the 
sense of e.g. Hart, as it does not deal with human behaviour (primary rule), nor with 
other rules (secondary rule). The difference with normative rules becomes even 
clearer when the sentences are studied without context: the rules will usually still have 
some meaning, though without their accompanying definitions, they are probably 
vaguer. The definitions, on the other hand, have no meaning outside of the law. 

Most primary rules will make use of definitions, but also the procedural rules in-
troduced above. Thus, we cannot say that definitions belong to one specific level of 
the law. Together with rules, the definitions make up the body of the law. Add to that 
the introduction, conclusion and appendices, and we come to a more complete model 
of a legislative text: 

 

Fig. 2. More complete model of a law text 

Most Knowledge Management Systems will focus on the body (and perhaps appendi-
ces) of a law text, as the introduction and conclusion will generally not include the 
kind of information needed for these systems. It is interesting to note that most sys-
tems do not focus on all the layers we have distinguished. Most systems that are 
aimed at given information to citizens will be aimed at the core rules and the proce-
dures for citizens (for example our system for the Legal Services Counter [5]), 
whereas a process management system for civil servants will most likely incorporate 
only the two procedural layers. Systems for searching through laws will only model 
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for example the Tax Administration Semantic Network [6]). 
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POWER project [2], which was aimed at laws in their entirety, secondary rules were 
never modelled and procedural norms often left out. Furthermore, when a model of a  
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law is made, it is usually a model of the meaning of the law, not of the law as a text. 
This means that though the model will generate the correct outcome, it will not al-
ways do so based on the same structure followed by the legal text. 

A third remark regarding the existing models is that they are often targeted to a 
specific population, and therefore simplified to fit that population. For example, when 
there is a rule that applies to people younger than 25 or older than 65, the second part 
will often be omitted in a model for an application aimed at young people. Terms will 
also often be simplified or (partially) interpreted. For example, the law may use the 
word “vehicle” which may be simplified to “car” in a specific model. 

These models do bring potential problems when they need to be updated (because 
of a change in the legislation) or when one wants to re-use the model. Because of the 
simplifications, the model does no longer have a one-to-one correspondence to the 
sentences in the law, which makes it more difficult to determine which elements of 
the model are affected by a textual change in the law. Similarly, unless they have been 
clearly documented, any interpretations are difficult to undo or modify. 

To avoid such problems, it would be preferable to first create a model of the entire 
law, and then derive specific application models from it, as depicted in Figure 3. 

 

Fig. 3. Model of legal text and domain specific application model 
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3   Granularity for Finding Norms 

To make a model of an entire law, each element of the law text should be represented 
in the model. What is the level of granularity that we should use? Input to the process 
is a structured, MetaLex version of the law. MetaLex distinguishes and identifies 
articles, full sentences and sentence fragments. The leading principle in MetaLex 
design was that the smallest unit that could be referred to should be identifiable. Legal 
texts can have references of the form “the last sub clause of the previous sentence”. 

Typically for law texts, articles are the units that can be read and understood with-
out the context of the rest of the law (this does not imply that we do not need the rest 
for ‘correct’ application of the law of course). Within articles, sentences are the 
smallest units that are meaningful by themselves. For our purpose we will start at the 
sentence level. We assume that each sentence contains a single norm (from which an 
inverse norm may be derived2). Our current research shows some other possibilities in 
Dutch legal text.  

First of all, it may be the case that a sentence contains two main sentences, as in 
the following example: 

  
Bailiff Law, article 3a, sub 3, second sentence 
Because of required speed, the notice may be given orally, in which case it is immedi-
ately confirmed in writing. 

 
This sentence describes both the right to give the notice orally, as the duty to confirm 
the notice in writing (in those cases). 

Another situation in which a sentence can contain multiple norms arises when a 
subordinate clause contains an (implicit) norm: 

 
General Child Benefit Law, article 14, sub 2 
A request is made by means of an application form, which is provided by the Social 
Insurance Bank. 

 
This sentence contains the (explicit) duty to use specific forms to make a request, and 
an (implicit) obligation for the Social Insurance Bank to provide such a form. 

A third category is formed by sentences like this one: 
 

Customs Law, article 13, sub 1  
During the investigation, as meant in article 12, only civil servants of the Tax  
Administration, that have been selected by the inspector, may enter a house without 
the inhabitant’s permission. 

 
In essence, this sentence contains a permission: Civil servants of the Tax Administration 
that have been selected by the inspector may enter a house without the inhabitant’s 

                                                           
2 There are always two sides to a norm. For example, if A is obliged to pay a certain amount of 

money to B, then B has the right to receive that amount from A. A legal text will only men-
tion one of those two norms; the other can be derived. 
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permission. Adding the word “only” adds a prohibition to the sentence: it is forbidden 
for any other person to enter the house. Without the word “only” the sentence does not 
say anything about other persons. 

4   Sentence Types and Patterns 

As explained in Section 3, we treat the sentence as the smallest unit that contains a 
single norm. Obviously, different sentences in a legal source will lead to different 
models. Therefore, it is important to distinguish between the different types of sen-
tences that appear in legal sources. In this section, we will present a number of sen-
tence types that can be distinguished. Biagioli et al. [9] have used similar categories. 
However, their categories were based on whole provisions (articles) instead of single 
sentences, and classified normative provisions as a permission, duty or exception. 
Sentences on the other hand can be classified in a more detailed way than provisions, 
so we have some additional classes as will be shown below. 

This categorisation is based on earlier research [10] into the types of sentences that 
occur in laws. However, this earlier research was largely based on a single (though 
extensive) law, the Income Tax Act 2001. In addition, as it was part of the (E-
)POWER project, it focused on the core rules and procedures expressed in the law, 
and did not pay attention to the rule management part. Hence, the patterns needed to 
be extended. About 20 other Dutch laws were studied for this purpose, mostly from 
the last 50 years, but one going back to 1875. 

4.1   Definitions 

As mentioned in Section 2, definitions are used to describe the terms that occur in a 
legal source. The terms defined can later be used in both primary and secondary 
norms. A definition mentions both the term being defined as well as the actual defini-
tion. An example of a definition is: 
 
General Administrative Law Act, article 1:4, sub 1 
By administrative judge is understood: an impartial body that is appointed by law 
and charged with administrative judicial settlement 

 
In most Dutch legal texts, definitions use clear patterns, such as “onder … wordt ver-
staan“ (by … is understood). This gives us a good method of recognising definitions. 

Type extensions are very similar to definitions. However, instead of completely de-
fining a new term, they expand or limit an earlier definition. The most common use of 
type extensions is to expand a common sense definition. In these cases, the law source 
does not define the term, but instead uses the common meaning of the word, and ex-
pands upon that meaning. For example: 
 
Protection of Antarctica Act, article 1. sub 2, introduction and sub a 
In this law and the stipulations based on it is also understood by Antarctic environment 
those ecosystems that are dependent on or related to the Antarctic environment. 
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They use similar text patterns, but with the inclusion of the word “ook” (also) or 
“niet” (not). 

Closely related to definitions are the deeming provisions. A deeming provision is a 
sentence that declares one situation equal to another situation, in a certain context. If 
one situation is deemed equal to another situation, then the rules that apply to the 
latter also apply to the first. Deeming provisions introduce some kind of legal fiction. 
For example: 
 
Income Tax Act 2001, article 2.2, sub 2, introduction and sub a 
A Dutchman who is employed by the State of the Netherlands is always deemed to 
live in the Netherlands if he is posted as a member of a diplomatic, permanent or 
consular representation of the Kingdom of the Netherlands in foreign countries. 

 
The effect of this statement is that someone is considered to live in the Netherlands, 
even though he actually lives outside of the Netherlands. In computer models, deem-
ing provisions often appear in the same manner as definitions. 

Deeming provisions follow the pattern “wordt geacht te” (is deemed to). 

4.2   Core Rules and Procedural Rules 

The actual content of the legal sources is formed by norms. Normative sentences may 
confer rights and permissions or impose duties and obligations. Procedural rules are 
expressed as norms as well, usually they are obligations. Research has been per-
formed on how to distinguish these different types of norms [11]. During this re-
search, it became clear that it was difficult to separate rights and permissions, and that 
it was likewise difficult to separate duties and obligations. Because of this, these were 
grouped together. The work yielded a large amount of patterns that were incorporated 
in the classifier for this project, as they proved useful not only to distinguish between 
rights and obligations, but also to distinguish these norms from other types of  
sentences.  

An important conclusion was that a majority (almost 71%) of the rights could be 
identified by the verb “kunnen” (may). Another 17% could be identified by the phrase 
“is bevoegd” (is qualified). A host of smaller patterns accounted for the remaining 
rights. 

Sentences denoting duties usually did not follow a pattern; 80% of these sentences 
was a statement of fact. This means that the text does not state what must happen, but 
instead simply states that it happens. For example: 
 
Funeral Act, article 46, sub 1 
No bodies are interred on a closed cemetery. 

 

In The Netherlands the guidelines for legal drafting recommend the use of the ‘state-
ment of fact’ instead of a normative formulation [12]. Obviously, such statements of 
fact have few words in common with similar statements from different domains. 
Thus, there is no pattern to be found either. 
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Application Provisions 
Application provisions specify situations in which other legislation (usually an article 
or subsection of an article) does or does not apply. In this way, the application domain 
of a norm can be extended or restricted (effectively creating an exception to a rule). 

Often, an application provision that states that another piece of legislation does apply 
seems to be included to take away any doubts as to whether it ought to apply or not.  

 
Constitution, article 7, fourth member 
The previous members do not apply to making commercial advertisements. 

 
The patterns used by these sentences are “is (niet) van toepassing” (does (not) apply). 

Penalization 
The violation of some norms will carry punishment in the form of a fine or jail. If this 
is the case, the law will specify the penalties. In Dutch law, this is usually done 
through sentences like: “wordt gestraft met” (is punished with). For example: 
 
Mining Act, article 133, sub 1 
Breaking article 43, sub 2, is punished with a monetary fine of the second category. 

 
In general, these sentences are followed by another sentence that denotes whether the 
punishable fact is a crime or a misdemeanour, such as: 

 
Mining Act, article 133, sub 2 
The fact marked as punishable by this article is a misdemeanour. 

 
These sentences always follow this same structure. 

Value Assignments and Changes 
Any mathematical formulas in a law are given by means of value assignments and 
changes. A value assignment is a sentence that gives an initial value for a concept 
value changes are later steps that modify such a value. 

An example of such a sentence is: 
 

Income Tax Act 2001, article 3.3, sub 1 
Taxable wages are wages reduced with the employee’s discount. 

 
These sentences use a range of mathematical operations (to reduce, to increase) and 
comparisons (at most) which in combination with the verb to be or to amount to can 
be used to detect them. 

4.3   Rule Management 

Rule management encompasses a number of sentence types: setting the enactment 
date, setting the citation title, changing an existing law, and delegating the creating of 
the new rules. 
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Enactment Date 
This is the first type of sentence that deals with the maintenance of legal texts. All 
laws will contain a provision for their own enactment date, often relating it to their 
publication date or deferring that decision to a Royal Decree. 
 
Notaries Act, article 134 
This law is enacted on a date to be set by Royal Decree, which may differ for sepa-
rate parts and articles. 

 
The central pattern used for these sentences is “treedt in werking op” (is enacted on), 
though it is possible to extended this pattern into a number of standardised sentences 
which are used most of time. 

Citation Title 
If it is thought necessary, a law will also define a short title which can be used to refer 
to it. 
 
Notaries Act, article 135 
This act may be referred to as: Notaries act.  

 
These sentences follow the standard format “Deze wet kan worden aangehaald als” 
(This act may be referred to as). Together with the enactment date, the citation title is 
usually present at the end of a legal text. 

It is also possible that a law will modify the short title of another law. This is usu-
ally done to avoid confusion, when a new law has the same name as he predecessor.  
In addition, it also happens that the short title may be abbreviated even further. Both 
types of actions are very rare, and, so far, we have not encountered them often enough 
to recognise them as a standard type of sentence. 

Change Provisions 
By means of a change provision, a law can modify some existing legislation. Most laws 
are change laws, which change some existing legislation rather than introducing a large 
amount of new rules. In these laws, change provisions make up the bulk of the text. 

We distinguish four different types of changes: inserting new text, modifying text, 
renumbering and deleting or repealing text. 

Inserting text follows the pattern “wordt ingevoegd” (is inserted) or “wordt 
toegevoegd” (is appended), depending on whether the new text is added somewhere 
within a section or at the end of the section. An example of such a sentence is: 
 
Act of June 6th, 2002 (Stb. 303), article I, sub IIa 
To article 7.36, a new sentence is appended, to read as follows: Article 7.34, sub 5, 
applies correspondingly. 

 
Modifying text can happen in two ways. If a small amount of text is to be changed, 
then that text is quoted as well as the new text. The pattern followed is “wordt ver-
vangen door” (is replaced by). For example: 
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Act of June 6th, 2002 (Stb. 303), article III, sub V 
In article 7.12, sub 1, second sentence, «article 7.3b» is replaced by: article 7.3c. 

 
Alternatively, if an entire sentence, section or article is replaced, the modifying provi-
sion will simply refer to that element and quote the new text: 
 
Act of June 6th, 2002 (Stb. 303), article IV, sub B 
Article 2.8 will read: … 

 
The pattern for such replacements is “komt te luiden” (will read). 

A repeal can repeal an entire law, a section of a law or just a bit of a text. It follows 
the pattern ”vervalt” (is repealed), as in this example: 
 
Act of June 6th, 2002 (Stb. 303), article I, sub QQ 
Article 17.2 is repealed. 
 

The last change is the renumbering of structural elements. Because renumbering an 
element requires the modification of all text referring to that element, it is somewhat 
uncommon for articles to be renumbered. On the other hand, anything below the level 
of article (subsections and lists) is almost always renumbered to keep a continuous 
numbering. 

Renumbering can either be done explicitly or implicitly. Explicitly renumbering 
means that the action is identified as a renumbering, using a pattern like “wordt ver-
nummerd tot” (is renumbered to) or “wordt verletterd tot” (is re-lettered to). 
 
Act of June 6th, 2002 (Stb. 303), article IIIc, sub C 
The articles 17a.1 to 17a.25 are renumbered to the articles 17.20 to 17.54. 

 
Implicit renumbering is done by viewing the number not as an attribute of the struc-
tural element, but just as a piece of text, which is subsequently changed. 
 
Act of June 6th, 2002 (Stb. 303), article IIIa, sub A 
The heading of chapter 5a will read: Chapter 5. Accreditation in higher education. 

 
Additionally, renumbering is often not done in a separate provision, but mentioned as 
a side effect of a provision that inserts new text. 

None of the sentences above have a complete reference. They refer to articles, but not 
to articles in a specific law. Normally, this would mean that they refer to an article in the 
same text, but this is most often not the case. If many changes are made in the same text, 
then they are grouped and preceded by a sentence that sets the scope, such as: 
 
Act of June 6th, 2002 (Stb. 303), article I, introduction 
To the Higher Education and Academic Research Act, the following modifications 
are made: 
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Such scope declarations follow the pattern “wordt als volgt gewijzigd” (is modified as 
follows) or “worden de volgende wijzigingen aangebracht” (the following modifica-
tions are made). 

Delegation 
Delegations confer the power to create additional rules to some legal entity. Most 
often, this power is conferred onto a minister, for the creation of rules that do not 
require (immediate) involvement of the parliament. In some cases, the delegation is 
an order to create rules to arrange for something; in other cases, it merely allows for 
the creation of rules should the need arise. An example pattern is “kan regels stellen” 
(may create rules). 
 
Agricultural Tenancies Act, article 3, sub 1 
By Order in Council, rules are set with regard to the highest allowed rent. 

 
Related to the delegations are the publishing provisions, which order a minister to 
publish certain rules created by a (lower) entity. 

5   Experimental Classifier 

We built a classifier (in Java) that takes well structured legal sources as input and tries 
to classify their sentences according to their type based on typical patterns associated 
with these types.  An important limitation to this approach is formed by the statements 
of fact.  As stated in section 4, these do not follow any recognisable patterns. Because 
of this, we hope to identify this important group of statements “by default”: if we can 
identify patterns for everything else, we may assume that anything not classified by 
these patterns is one of these statements of fact that actually reflect norms. 

The classifier assumes that the input is structured using MetaLex XML. In 
MetaLex, sentences and lists are marked, as well as the separate list items within each 
list. This enables the classifier to treat each sentence separately. This means that a 
necessary pre-condition for the classifier is that the structure of the documents has 
already been marked. For legacy texts an automatic structure recogniser would there-
fore be desirable. For more recent texts, this is usually not a problem. These docu-
ments often have already been tagged, or have even been produced in XML format 
using modern XML based legislative editors like MetaVex or XMLeges3. 

The classifier is a simple pattern matcher. We used 88 patterns from about twenty 
Dutch laws. Most patterns consist of only a verb phrase, like “mogen” (may) for a 
right/permission or “wordt aangehaald als” (is referred to as) for the defining of a 
citation title. Sometimes, additional keywords have been added, as in “kan regels 
stellen” (may create rules). 

The patterns are stored in a format for the Java pattern matcher (java.util.regex). 
The patterns mentioned above become: 

                                                           
3 In addition to automatically marking the structure, such editors could even tag sentences 

during construction as being of a specific type, for instance because the legislative drafter 
chooses a particular template in MetaVex [13]. 
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 \s+(mag|mogen)\b 
\s+wordt\s+aangehaald\s+als(:)?\s+ 
\s+kan\s+regels\+stellen\s+ 
 

In this format, \s+ denotes one or more whitespace characters, \b denotes a word 
boundary, and (:)? is an optional colon. The first pattern allows for either the singular 
or the plural form of the verb. 

The classifier will attempt to match a sentence to each available pattern. If the sen-
tence matches several patterns, the classifier will prefer the longest of the matches. 
(This does not happen often; however, some of the patterns overlap, such as “kan” for 
a right and “kan regels stellen” for a delegation). 

A specific strategy needed to be chosen to tackle embedded lists, such as. 
 
Tobacco Act, article 1 
In this law, and in the stipulations based on it, is understood by: 
a. tobacco products: … ; 
b. Our Minister: …; 
c. appendix: …; 
… 

 
Our initial assumption was that we could base the classification on the first part of the 
sentence, and that the individual list items were not needed for the classifications. 
This assumption did not hold, as we encountered list in which the verbs, and thus the 
patterns, did not occur in that first sentence part [14]. An example of such a list is: 

 
Bill 20 585 nr.2, article 5 
Our Ministers: 
a. appoint, suspend and discharge the chairman and other members, after hearing 

the council involved; 
b. appoint, suspend and discharge the advising members. 

 
As the first sentence part does not contain any patterns, these lists were always classi-
fied as a statement of fact (the default) which, in the case of this example, would have 
been correct. 

To come to a more correct classification, we came to a different approach: the clas-
sifier first classifies the introduction. If it does not find an explicit pattern, it then 
continues to classify the different list items. 

If the first sentence does contain an explicit pattern, the list would be classified as 
entirely of the matching type. If the first sentence does not contain an explicit pattern, 
but (some of) the list items did, the list items would be classified independently. If 
neither contained explicit patterns, the list as a whole would be classified as a state-
ment of fact. 

Another group of somewhat difficult sentences are those that replace or insert text. 
Those sentences quote old and/or new text fragments, which also may contain a pat-
tern. Thus, the sentence as a whole can contain multiple patterns and can easily be 
misclassified. 
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Because we assume that the input is tagged in MetaLex, this does not pose an ac-
tual problem, though. In MetaLex, such texts are marked using so-called ‘quote’ ele-
ments. When a sentence is parsed that contains such elements, the contents of those 
quotes are not used in classifying the sentence. If the quoted text contains complete 
sentences or lists however, the classifier will attempt to classify those as well as the 
containing sentence. 

6   Results 

We tested the classifier on eighteen different Dutch regulations, different from the 
twenty we used to come up with the patterns. Four of these eighteen regulations were 
completely new laws; the others changed already existing laws (as is the more com-
mon situation). With the exception of a single Royal Decree, these where all bills 
pending at Parliament. In this they differed from the set used to derive the patterns, 
which where all acts that had already been passed. The length of the laws varied from 
very short (three sentences) to quite long (166 sentences on 23 pages A4); most were 
quite recent (patterns in the past have been different).  

All laws are listed in Table 1 below. To check whether clauses were classified cor-
rectly, all sentences and lists in all laws were also classified manually. 

Table 1. Results per source 

Sentence List 
Source Total Correct % Total Correct Partial % Type 

Royal Decree Stb. 1945, 
F 214 
(as modified per 
01/01/2002) 

26 23 97% 4 4 0 75% 

New 

Bill 20 585 nr. 2 31 30 97% 4 3 1 75% New 
Bill 22 139 nr. 2 22 20 91% 2 2  100% New 
Bill 27 570 nr. 4 21 16 76%      Change 
Bill 27 611 nr. 2 11 11 100% 1 1  100% Change 
Bill 30 411 nr. 2 141 128 91% 25 20 3 80% New 
Bill 30 435 nr. 2 40 39 98% 4 3 1 75% Change 
Bill 30 583 nr. A 27 27 100%      Change 
Bill 31 531 nr. 2 3 3 100%      Change 
Bill 31 537 nr. 2 29 29 100% 2 2 0 100% Change 
Bill 31 540 nr. 2 7 7 100%      Change 
Bill 31 541 nr. 2 8 8 100%      Change 
Bill 31 713 nr. 2 7 6 86% 2 2 0 100% Change 
Bill 31 722 nr. 2 31 22 71% 6 5 0 83% Change 
Bill 31 726 nr. 2 78 67 86% 2 1 1 50% Change 
Bill 31 832 nr. 2 7 7 100% 3 3  100% Change 
Bill 31 833 nr. 2 4 4 100%      Change 
Bill 31 835 nr. 2 99 90 91% 7 4 3 57% Change 

Total 592 537 91% 62 50 9 81%   
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Table 1 shows the total number of sentences and lists in the sources we used for 
testing, as well as the number of sentences and lists that were classified correctly. The 
column type indicates whether a law was completely new, or whether it was a change 
law, mainly aimed at modifying an existing piece of legislation. Change laws are far 
more common than completely new legislation. They tend to contain less definitions 
and norms than new legislation. 

The classifier performs well, classifying 91% of all sentences and 81% of all lists 
correctly4. We expect these results to generalize over all Dutch laws. For most natural 
language domains, a pattern based systems is thought to have too little generalisation 
capacity. Although languages do have underlying rules, people will often stretch and 
bend these to their need. As a result, a system based upon patterns is often too rigid to 
deal with all the information that can occur [16], and a statistical method is usually 
recommended [16,17]. From our results, it becomes clear that most laws use only a 
limited set of patterns. If a pattern is missing, the accuracy of the classifier could drop 
fast. However, the amount of variation in legal texts is restricted, as legal drafters will 
seldom use a completely new style, instead using the style of older laws or the official 
guidelines. This is also confirmed in our tests: the majority of all sentences is classi-
fied by a small number of patterns. 

On lists, the classifier does perform a lot worse than on sentences. Many lists that 
should be classified as a statement of fact, and that should be classified based on the 
first sentence part, were misclassified in this new approach. This was due to the fact 
that the list items contained one of the other patterns, usually as a subordinate clause. 
(Subordinate clauses lead to more problems, which we will discuss below). 

In most cases, the first sentence part is supposed to form a correct sentence with 
each of the separate list items. In order to classify a list, we could derive each of those 
sentences and classify them. This would solve some of the problems, when the pattern 
was split over the introduction and the individual list items. 

Table 2 presents the results for the different types of sentences (as the performance 
on lists depends very much on the approach chosen on how to handle them, and not 
only on the patterns, we will keep them out of the discussions on the performance of 
the patterns). The column “In corpus” shows the number of sentences present in the 
test set for each type, both as an absolute number and as a percentage. The column 
“Missed” shows how many of these sentences were not correctly identified. For ex-
ample, the test set contained 40 application provisions, but one was incorrectly classi-
fied (meaning that 39 were correctly classified). The column “False” presents the 
amount of sentences that were incorrectly classified as a particular type, e.g. in the 
same row as before eight sentences were incorrectly classified as an application pro-
vision. Each false positive corresponds to a ‘missed’ somewhere else.  

The greatest part of all the sentences is formed by the norms. 43% of all sen-
tences belong to one of the norm categories. The next biggest category consists of 
the change provisions, with 41%. These changes can be further broken down as 
follows: 

                                                           
4 Which is actually worse than the method we tested in [19], where we classified all lists based 

on their introduction sentence. 
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Table 2. Results per sentence type 

Type In corpus Missed False 

Definition 2% 12 1 0 
Norm - 
Right/Permission 11% 64 4 13 

Norm - Obligation/Duty 5% 29 0 1 
Delegation 3% 19 6 0 
Publication Provision 1% 4 0 0 
Application Provision 7% 40 1 8 
Enactment Date 3% 17 1 0 
Citation Title 1% 3 0 0 
Value Assignment 0% 1 0 0 
Penalisation 0% 0 0 2 
Change 41% 241 16 8 
Mixed Type 1% 3 3 0 
Norm - Statement of 
Fact (default) 27% 159 23 23 

Total   592 55 55 
 

Table 3. Results for change sentence types 

Type In corpus Missed False

Scope 9% 54 0 0
Insertion 7% 44 1 0

Replacement 19% 111 4 0

Repeal 4% 23 7 8

Renumbering 2% 9 4 0

Total  241 16 8

 
Some sentences were a concatenation of two sentences. For example, one sentence 

contained two changes: a renumbering and a repeal. These sentences are listed in 
Table 2 as ‘Mixed type’. About half of the misses were caused by patterns that were 
unknown to the classifier. These sentences were incorrectly classified as the default 
(statement of fact), and sometimes as a norm of the type right/permission. 

Two notable patterns were missing: a renumbering pattern dealing with re-lettering 
rather than renumbering, and a new pattern for delegations. Both of these should 
probably be added to the classifier. The other missing patterns occurred only once, 
and unless we encounter them much more often in the future, these are errors that are 
unlikely to be repaired in future versions of the classifier. 

Those misclassifications that were not caused by missing patterns were instead 
caused by patterns that were somehow too broad. For example, most false positives of  
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the “repealed” type sentences were provisions concerning the repeal of fines instead 
of articles. This will require more sophisticated patterns or dedicated ‘anti-patterns’ 
(i.e. not applicable when it contains the word ‘fine’). 

Both false penalisations were in fact a right; the pattern that triggered this classifi-
cation was part of a qualification of a legal body that was given certain rights. Such a 
qualification is given in a subordinate sentence. This means that the classifier will 
find two (or even more) patterns: one in the subordinate sentence, and one in the main 
sentence. As it does not have the option to distinguish between the two, it will pick 
the longest match (which will not always be the correct one). 

If the main sentence does not contain any pattern (because it is a statement of fact), 
the classifier will only find the pattern in the subordinate sentence, and will automati-
cally arrive at the wrong conclusion. This is the cause of almost all false rights and 
false application statements. It would be preferable if the classifier could ignore the 
subordinate sentences completely. This would require that the sentences be split into 
main and subordinate sentences before classification, which would mean creating a 
far heavier application than the current classifier. However, as the classification is the 
first step in the larger process to automatically generate models, splitting main and 
subordinate sentences will be of use (most likely even necessary) in later steps of the 
process. 

We only encountered one value assignment in the texts classified during this ex-
periment. These seem to be specific to certain domains (i.e. taxes), and perhaps they 
are usually deferred to lower order regulations. The test set did not contain any deem-
ing provisions, nor any penalisation provisions.  

Of the 88 patterns we identified in our training set, only 44 were actually present in 
our test set. A possible explanation for this is that our training set was more spread out 
in time, while our test set consists mainly of rather recent laws (not counting the 
Royal Decree from 1945, the laws in the test set are all from the last 20 years, 
whereas the training set contains several laws from before 1960, going back as far as 
1875). However, these test results may also be an indication that there are too many 
patterns in our classifier, and that some ought to be removed. 

Table 4 shows the distribution of the patterns that were actually encountered in the 
test set. The numbers suggest that there are a couple of main patterns that account for 
a majority of the sentences identified. For example, of the 60 correctly identified 
rights, 55 used the pattern “may” and four used the pattern “is qualified”. This corre-
sponds to Franssen’s [11] conclusion that the majority of rights could be identified 
with those two patterns. This distribution again suggests that some of the other pat-
terns may be superfluous. 

Table 4 also shows that most of the false positives are caused by a small set of pat-
terns: one pattern for repeal, one for rights and one for application provisions. A pos-
sible solution to the false positives may be to narrow these patterns down. However, 
these three patterns are also responsible for a large number of correct identifications, 
and narrowing them down may reduce the success rate. 

If we study the number of patterns encountered in each separate law, shown in  
Table 5, we see that most laws do not use a lot of different patterns. One or two per 
type seems most common, with sometimes three or four patterns for the bigger cate-
gories. This may be explained by the fact that a limited number of legal drafters work  
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Table 4. Distribution of patterns used 

Results per pattern
Type

Patterns
Known

Patterns
Used Correct False

6 0
2 0

1 0

1 0

Definition 14 5

1 0

55 13

4 0Norm – Right/Permission 17 3
1 0

6 1

5 0

3 0

2 0

2 0

1 0

1 0

Norm - Obligation/Duty 15 8

1 0

5 0

4 0

2 0

1 0

Delegation 7 5

1 0

Publication Provision 1 1 4 0

36 5

2 0

1 0

0 1

Application Provision 5 5

0 2

Enactment Date 1 1 16 0

2 0
Citation Title 2 2

1 0

Value Assignment 8 1 1 0

Penalisation 3 1 0 2

49 0
Change – Scope 2 2

5 0

22 0

18 0

2 0
Change – Insertion 4 4

1 0

66 0

40 0Change - Replacement 3 3
1 0

Change – Repeal 2 1 16 8

4 0
Change - Renumbering 3 2

1 0

Total 87 44 393 32 
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on a specific law (on the really small ones perhaps only one) and have their specific 
sets of regular expressions they use. 

This suggests that if a pattern that is used in a law is missing in the classifier, there 
will be a huge drop in the accuracy of the classifier for that type, as most patterns 
account for a fairly large portion of the sentences. During this test, this has only oc-
curred in small categories, so this had only a limited impact (i.e. in Bill 31 835, all 
five repealing sentences have been missed due to a missing pattern). 

Table 5. Experimental results for all bills 
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patterns 14 17 15 7 1 5 1 2 8 2 4 3 2 3
Royal Decree
Stb. 1945, F 214

26 1 3 3 2 1 1

Bill 20 585 nr. 2 31 2 1 1 1 1
Bill 22 139 nr. 2 22 2 1 1 1 1 1
Bill 27 570 nr. 4 21 1 1 1 2 1 1
Bill 27 611 nr. 2 11 1 2 1 1 1 1
Bill 30 411 nr. 2 14

1 4 2 3 2 1 2 1 1 1 1 2 2 1
Bill 30 435 nr. 2 40 1 2 1 1 1 2 2 1 1
Bill 30 583 nr. A 27 1 1 1 2 1
Bill 31 531 nr. 2 3 1 1 1
Bill 31 537 nr. 2 29 2 1 1 2 2 1
Bill 31 540 nr. 2 7 1 1 1 1 1 1
Bill 31 541 nr. 2 8 1 1 1 1 1
Bill 31 713 nr. 2 7 1 1 1 1 1 1
Bill 31 722 nr. 2 31 1 1 1 1 1 1 2 1
Bill 31 726 nr. 2 78 1 1 2 1 1 2 2 1 1

Bill 31 832 nr. 2 7 1 1 1

Bill 31 833 nr. 2 4 1 1 1

Bill 31 835 nr. 2 99 1 1 1 1 1 2 1
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7   Conclusions and Discussion 

In this chapter, we have discussed the detection and classification of norms in legal 
texts using normative sentences combined with sentences that form definitions, deem-
ing provisions, exceptions and application provisions. We distinguished between dif-
ferent layers of norms in a more detailed extension of Hart’s primary and secondary 
norms. In a lot of existing models and applications, deeming provisions, exceptions 
and application provisions are not retained, but simplified to if-then-else statements. 
That is why, at the start of this chapter, we proposed to make an intermediate model of 
the law that retains isomorphism with the original text and would be easier to maintain. 

A first step to the creation of such models is classifying the provisions that occur in 
a law. In Section 4, we have presented a possible classification. The classification 
presented there seems to be adequate for Dutch laws. All provisions encountered 
while gathering information are covered, as well as all provisions encountered in our 
test data. The classification is based on Dutch law texts. In order to extend it to other 
jurisdictions, some modification may be needed. However, a comparison with Tiscor-
nia and Turchi [15] suggests that the classification for Dutch and Italian law is rather 
similar. 

Although there are multiple language constructs for each sentence type, these are 
limited, making them easy to detect. As an experiment, we have set up a classifier that 
attempts to classify sentences based on these patterns. That classifier works well. 
Within the laws used for our experiment, 91% of all phrases were classified correctly, 
with hardly any false positives. Almost 43% of all phrases were classified as some 
type of norm, a further 41% as clauses changing an existing law. These results are 
similar to those reached in [9], where a machine learning approach is used to classify 
provisions in Italian law. This suggests that both methods are capable of reaching 
comparable results, despite the fact that patterns are often seen as less suitable for 
dealing with natural language. We suspect that the issues that arise with a pattern-
based approach, like the errors generated by auxiliary sentences, will also hamper a 
machine learning approach. 

We expect these results to generalize over all Dutch laws, though we need more 
patterns for specific domains (see below). For other languages and jurisdictions, we 
expect that the same categories, with different language patterns, will form a good 
starting point. 

Of course, there is room for improvement as well. A major cause of misclassifica-
tions is the occurrence of patterns in subordinate sentences. Detecting these sentences 
beforehand so they may be ignored during the classification would lead to a serious 
increase in performance. Another improvement can be achieved in handling the lists. 
Both straightforward methods we have tested did not perform as well as we would 
desire (though the recognition of subordinate sentences would help here as well). 

Finally, additional patterns may be added to improve results. We know that spe-
cific domains (such as tax law) will be needing specific patterns. For example, in our 
earlier research on the Income Tax Act 2001, the patterns used for definitions and 
type extensions were: x is y, or: x are y instead of by x is understood y 10. So far, our 
results suggest that the Income Tax Act was unique in its use of these patterns, and 
we have not included them in the current version of the classifier (meaning that this 
classifier will not perform well on the Tax Income Act for definitions). Also, some 
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of the sentences that were not classified in the test used language constructs that may 
also be new patterns, which should be added if they are encountered more often. 

The next step should be to create actual models from a sentence, using its classifi-
cation as a basis. 
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Eneldo Loza Menćıa and Johannes Fürnkranz

Knowledge Engineering Group
Technische Universität Darmstadt
{eneldo,juffi}@ke.tu-darmstadt.de

Abstract. In this paper we apply multilabel classification algorithms to
the EUR-Lex database of legal documents of the European Union. For
this document collection, we studied three different multilabel classifica-
tion problems, the largest being the categorization into the EUROVOC
concept hierarchy with almost 4000 classes. We evaluated three algo-
rithms: (i) the binary relevance approach which independently trains one
classifier per label; (ii) the multiclass multilabel perceptron algorithm,
which respects dependencies between the base classifiers; and (iii) the
multilabel pairwise perceptron algorithm, which trains one classifier for
each pair of labels. All algorithms use the simple but very efficient per-
ceptron algorithm as the underlying classifier, which makes them very
suitable for large-scale multilabel classification problems. The main chal-
lenge we had to face was that the almost 8,000,000 perceptrons that had
to be trained in the pairwise setting could no longer be stored in memory.
We solve this problem by resorting to the dual representation of the per-
ceptron, which makes the pairwise approach feasible for problems of this
size. The results on the EUR-Lex database confirm the good predictive
performance of the pairwise approach and demonstrates the feasibility
of this approach for large-scale tasks.

Keywords: Text Classification, Multilabel Classification, Legal
Documents, EUR-Lex Database, Learning by Pairwise Comparison.

1 Introduction

The EUR-Lex text collection is a collection of documents about European Union
law. It contains many different types of documents, including treaties, legisla-
tion, case-law and legislative proposals, which are indexed according to several
orthogonal categorization schemes to allow for multiple search facilities. The
most important categorization is provided by the EUROVOC descriptors, which
is a topic hierarchy with almost 4000 categories regarding different aspects of
European law.

This document collection provides an excellent opportunity to study text clas-
sification techniques for several reasons:

– it contains multiple classifications of the same documents, making it pos-
sible to analyze the effects of different classification properties using the
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same underlying reference data without resorting to artificial or manipulated
classifications,

– the overwhelming number of produced documents make the legal domain
a very attractive field for employing supportive automated solutions and
therefore a machine learning scenario in step with actual practice,

– the documents are available in several European languages and are hence
very interesting e.g. for the wide field of multi- and cross-lingual text
classification,

– and, finally, the data is freely accessible (at http://eur-lex.europa.eu/)

In this paper,wemake a first step towards analyzing this database by applyingmul-
tilabel classification techniques on three of its categorizationschemes.Thedatabase
is a very challenging multilabel scenario due to the high number of possible labels
(up to 4000), which, for example, exceeds the number of labels in the REUTERS
databases by one order of magnitude. The EUR-Lex dataset is now publicly avail-
able under http://www.ke.tu-darmstadt.de/resources/eurlex/.

We evaluated three methods on this task:

– the conventional binary relevance approach (BR), which trains one binary
classifier per label

– the multilabel multiclass perceptron (MMP), which also trains one classifier
per label but does not treat them independently, instead it tries to minimize
a ranking loss function of the entire ensemble [1]

– the multilabel pairwise perceptron (MLPP), which trains one classifier for
each pair of classes [2]

Previous work on using these algorithms for text categorization [2] has shown
that the MLPP algorithm outperforms the other two algorithms, while being
slightly more expensive in training (by a factor that corresponds to the average
number of labels for each example). However, another key disadvantage of the
MLPP algorithm is its need for storing one classifier for each pair of classes.
For the EUROVOC categorization, this results in almost 8,000,000 perceptrons,
which would make it impossible to solve this task in main memory.

To solve this problem, we introduce and analyze a novel variant that addresses
this problem by representing the perceptron in its dual form, i.e. the perceptrons
are formulated as a combination of the documents that were used during training
instead of explicitly as a linear hyperplane. This reduces the dependence on the
number of classes and therefore allows the Dual MLPP algorithm to handle the
tasks in the EUR-Lex database.

Originally, the MLPP accepts multilabel information but only outputs a rank-
ing over all possible labels, following [1] and their MMP algorithm. In order to
find a delimiter between relevant and irrelevant labels within a provided ranking
of the labels, we have recently introduced the idea of using an artificial label that
encodes the boundary between relevant and irrelevant labels for each example
[3], which has also been successfully applied to the Reuters-RCV1 text catego-
rization task [4], a large collection of news texts. This approach was adapted to
work with the dual variant and we present first results in this paper. However,
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we will focus our analysis on the produced ranking. There are three reasons for
this: (i) the MMP, to which we directly compare, and the pairwise method natu-
rally provide such a ranking, (ii) the ranking allows to evaluate the performance
differences on a finer scale, (iii) our key motivation is to study the scalability of
these approaches which is determined by the rankings, and (iv) although several
different thresholding techniques exist that can be applied to the rankings pro-
duced by both MMP and MLPP (a good overview is provided in [5]), it was not
the intention of this work to provide a comparison between them.

The outline of the paper is as follows: We start with a presentation of the EUR-
Lex respository and the datasets that we derived from it (Section 2). Section 3
briefly recapitulates the algorithms that we study, followed by the presentation
of the dual version of the MLPP classifier (Section 4). In Section 5, we compare
the computational complexity of all approaches, and present the experimental
results in Section 6.

2 The EUR-Lex Repository

The EUR-Lex/CELEX (Communitatis Europeae LEX) Site1 provides a freely
accessible repository for European Union law texts. The documents include the
official Journal of the European Union, treaties, international agreements, legis-
lation in force, legislation in preparation, case-law and parliamentary questions.
They are available in most of the languages of the EU, and in the HTML and
PDF format. We retrieved the HTML versions with bibliographic notes recur-
sively from all (non empty) documents in the English version of the Directory
of Community legislation in force2, in total 19,348 documents. Only documents
related to secondary law (in contrast to primary law, the constitutional treaties
of the European Union) and international agreements are included in this reposi-
tory. The legal form of the included acts are mostly decisions (8,917 documents),
regulations (5,706), directives (1,898) and agreements (1,597). This version of the
dataset differs slightly from that presented in previous works [6, 7], which still
contained 19,596 documents. Some empty documents that were missed in the
previous version and all corrigendums (they contained the same standard text
except for one document since they were concerned with translations of the law
into other languages than English) have been removed. The updated version can
be found under http://www.ke.tu-darmstadt.de/resources/eurlex/.

The bibliographic notes of the documents contain information such as dates of
effect and validity, authors, relationships to other documents and classifications.
The classifications include the assignment to several EUROVOC descriptors,
directory codes and subject matters, hence all classifications are multilabel ones.
EUROVOC is a multilingual thesaurus providing a controlled vocabulary for
European Institutions3. Documents in the documentation systems of the EU
are indexed using this thesaurus. The directory codes are classes of the official
1 http://eur-lex.europa.eu
2 http://eur-lex.europa.eu/en/legis/index.htm
3 http://europa.eu/eurovoc/
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Title and reference
Council Directive 91/250/EEC of 14 May 1991 on the legal protection of
computer programs

Classifications

EUROVOC descriptor
– data-processing law, computer piracy, copyright, software, approxima-

tion of laws
Directory code

– 17.20.00.00 Law relating to undertakings / Intellectual property law
Subject matter

– Internal market, Industrial and commercial property

Text
COUNCIL DIRECTIVE of 14 May 1991 on the legal protection of computer
programs (91/250/EEC)

THE COUNCIL OF THE EUROPEAN COMMUNITIES,

Having regard to the Treaty establishing the European Economic Community
and in particular Article 100a thereof,

Having regard to the proposal from the Commission (1),

In cooperation with the European Parliament (2),
. . .

Fig. 1. Excerpt of a EUR-Lex sample document with the CELEX ID 31991L0250.
The original document contains more meta-information. We trained our classifiers to
predict the EUROVOC descriptors, the directory code and the subject matters based
on the text of the document.

classification hierarchy of the Directory of Community legislation in force. It
contains 20 chapter headings with up to four sub-division levels.

A large number of 3,956 different EUROVOC descriptors were identified in the
retrieved documents. Each document is associated to 5.31 descriptors on average.
In contrast there are only 201 different subject matters appearing in the dataset,
with a mean of 2.21 labels per document, and 410 different directory codes, with
a label set size of on average 1.29. Note that for the directory codes we used only
the assignment to the leaf category as the parent nodes can be deduced from
the leaf node assignment. For the document in Figure 1 this would mean a set
of labels of {17.20} instead of {17, 17.20}. An overview of the properties of the
different views on the dataset are given in Table 1.

Figure 1 shows an excerpt of a sample document with all in-
formation that has not been used removed. The full document can
be viewed at http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=
CELEX:31991L0250:EN:NOT. We extracted the text body from the HTML docu-
ments, excluding HTML tags, bibliographic notes or other additional information
that could distort the results. The text was tokenized into lower case, stop words
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Table 1. Statistics of datasets. The attribute number in parenthesis denotes the actual
used number of features, i.e. for scene and yeast the number of features after adding
the pairwise products and for the text collections the amount after feature selection.
Label density indicates the average number of labels per instance d relative to the total
number of classes n, and distinct counts the distinct label-sets found in the dataset
|{Pi | i = 0 . . . m}|.

dataset name #classes n avg. label-set size d density d
n

distinct

EUR-Lex subject matter 201 2.213 1.101 % 2540
EUR-Lex directory code 410 1.292 0.315 % 1615
EUR-Lex EUROVOC 3956 5.310 0.134 % 16467

were excluded, and the Porter stemmer algorithm was applied. In order to per-
form cross validation, the instances were randomly distributed into ten folds.
The tokens were projected for each fold into the vector space model using the
common TF-IDF term weighting.In order to reduce the memory requirements, of
the approx. 200,000 resulting features we selected the first 5,000 ordered by their
document frequency. This feature selection method is very simple and efficient
and independent from class assignments, although its performance is comparable
to more sophisticated methods using chi-square or information gain computation
[8]. In order to ensure that no information from the test set enters the training
phase, the TF-IDF transformation and the feature selection were conducted only
on the training sets of the ten cross-validation splits.

The EUROVOC thesaurus has already been presented as set of classes for
a multilabel classification task in [9]. The authors use several refined text and
linguistig processing techniques and statistical computations in order to return
a list of associated lemmas from the EUROVOC thesaurus for documents of the
EU. However, their results are not comparable since a different resource was used
for the documents, resulting also in a different number of EUROVOC descriptors
used, namely around 2900.

3 Preliminaries

We represent an instance or object as a vector x̄ = (x1, . . . , xN ) in a feature
space X ⊆ �N . Each instance x̄i is assigned to a set of relevant labels Pi, a
subset of the n possible classes L = {λ1, . . . , λn}. For multilabel problems, the
cardinality |Pi| of the label sets is not restricted, whereas for binary problems
|Pi| = 1. For the sake of simplicity we use the following notation for the binary
case: we define L = {1,−1} as the set of classes so that each object x̄i is assigned
to a λi ∈ {1,−1} , Pi = {λi}.

3.1 Ranking Loss Functions

In order to evaluate the predicted ranking we use different ranking losses. The
losses are computed comparing the ranking with the true set of relevant classes,
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each of them focusing on different aspects. For a given instance x̄, a relevant
label set P , a negative label set N = L\P and a given predicted ranking r : L →
{1 . . . n}, with r(λ) returning the position of class λ in the ranking, the different
loss functions are computed as follows:

– The is-error loss (IsErr) determines whether r(λ) < r(λ′) for all relevant
classes λ ∈ P and all irrelevant classes λ′ ∈ P . It returns 0 for a completely
correct, perfect ranking, and 1 for an incorrect ranking, irrespective of ‘how
wrong’ the ranking is.

– The one-error loss (OneErr) is 1 if the top class in the ranking is not a
relevant class, otherwise 0 if the top class is relevant, independently of the
positions of the remaining relevant classes.

– The ranking loss (RankLoss) returns the number of pairs of labels which
are not correctly ordered normalized by the total number of possible pairs.
As IsErr, it is 0 for a perfect ranking, but it additionally differentiates
between different degrees of errors.

E
def= {(λ, λ′) | r(λ) > r(λ′)} ⊆ P ×N δRankLoss

def=
|E|
|P ||N | (1)

– The margin (Margin) loss returns the number of positions between the
worst ranked positive and the best ranked negative classes. This is directly
related to the number of wrongly ranked classes, i.e. the positive classes that
are ordered below a negative class, or vice versa. We denote this set by F .

F
def={λ ∈ P | r(λ) > r(λ′), λ′ ∈ N} ∪ {λ′ ∈ N | r(λ) > r(λ′), λ ∈ P}

(2)

δMargin
def= max(0, max{r(λ) | λ ∈ P} −min{r(λ′) | λ′ /∈ P}) (3)

– Average Precision (AvgP) is commonly used in Information Retrieval and
computes for each relevant label the percentage of relevant labels among
all labels that are ranked before it, and averages these percentages over all
relevant labels. In order to bring this loss in line with the others so that an
optimal ranking is 0, we revert to the following measure.

δAvgP
def= 1− 1

P

∑

λ∈P

|{λ∗ ∈ P | r(λ∗) ≤ r(λ)}|
r(λ)

(4)

3.2 Multilabel Evaluation Measures

There is no generally accepted procedure for evaluating multilabel classifica-
tions. Our approach is to consider a multilabel classification problem as a meta-
classification problem where the task is to separate the set of possible labels
into relevant labels and irrelevant labels. Let P̂i denote the set of labels pre-
dicted by the multilabel classifier and N̂i = L \ P̂i the set of labels that are not
predicted by the classifier for an instance x̄i. Thus, we can, for each individual
instance x̄i, compute a two-by-two confusion matrix Ci of relevant/irrelevant vs.
predicted/not predicted labels:
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Ci predicted not predicted
relevant |Pi ∩ P̂i| |Pi ∩ N̂i| |Pi|

irrelevant |Ni ∩ P̂i| |Ni ∩ N̂i| |Ni|
|P̂i| |N̂i| |L|

From such a confusion matrix Ci, we can compute several well-known measures:

– The Hamming loss (HamLoss) computes the percentage of labels that are
misclassified, i.e., relevant labels that are not predicted or irrelevant labels
that are predicted. This basically corresponds to the error in the confusion
matrix.

HamLoss(Ci)
def= 1− 1

|L|
∣∣P̂i�Pi

∣∣ (5)

The operator � denotes the symmetric difference between two sets and is
defined as A�B

def= (A \ B) ∪ (B \ A), i.e. P̂i�Pi has all labels that only
appear in one of the two sets.

– Precision (Prec) computes the percentage of predicted labels that are rel-
evant, recall (Rec) computes the percentage of relevant labels that are pre-
dicted, and the F1-measure is the harmonic mean between the two.

Prec(Ci)
def=
|P̂i ∩ Pi|
|P̂i|

Rec(Ci)
def=
|P̂i ∩ Pi|
|Pi| (6)

F1(Ci)
def=

2
1

Rec(Ci)
+ 1

Prec(Ci)

=
2Rec(Ci)Prec(Ci)
Rec(Ci) + Prec(Ci)

(7)

To average these values, we compute a micro-average over all values in a test
set, i.e., we add up the confusion matrices Ci for examples in the test set and
compute the measure from the resulting confusion matrix. Thus, for any given
measure f , the average is computed as:

favg = f(
m∑

i=1

Ci) (8)

To combine the results of the individual folds of a cross-validation, we average
the estimates f j

avg , j = 1 . . . q over all q folds.

3.3 Perceptrons

We use the simple but fast perceptrons as base classifiers [10]. Like Support Vector
Machines (SVM), their decision functiondescribes ahyperplane thatdivides theN -
dimensional space into twohalves corresponding topositive andnegative examples.
We use a version that works without learning rate and threshold:

o′(x̄) = sgn(x̄ · w̄) (9)
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with the internal weight vector w̄ and sgn(t) = 1 for t ≥ 0 and−1 otherwise. Two
sets of points are called linearly separable if there exists a separating hyperplane
between them. If this is the case and the examples are seen iteratively, the
following update rule provably finds a separating hyperplane (cf., e.g., [11]).

αi = (λi − o′(x̄i)) w̄i+1 = w̄i + αix̄i (10)

It is important to see that the final weight vector can also be represented as
linear combination of the training examples:

w̄ =
m∑

i=1

αix̄i o′(x̄) = sgn(
m∑

i=1

αi · x̄ix̄) (11)

assuming m to be the number of seen training examples and αi ∈ {−1, 0, 1}.
The perceptron can hence be coded implicitly as a vector of instance weights
α = (α1, . . . , αm) instead of explicitly as a vector of feature weights. This repre-
sentation is denominated the dual form and is crucial for developing the memory
efficient variant in Section 4.

The main reason for choosing perceptrons as our base classifier is because,
contrary to SVMs, they can be trained efficiently in an incremental setting,
which makes them particularly well-suited for large-scale classification problems
such as the Reuters-RCV1 benchmark [12], without forfeiting too much accuracy.
For this reason, the perceptron has recently received increased attention (e.g.
[13, 14]).

3.4 Binary Relevance Ranking

In the binary relevance (BR) or one-against-all (OAA) method, a multilabel
training set with n possible classes is decomposed into n binary training sets of
the same size that are then used to train n binary classifiers. So for each pair
(x̄i,Pi) in the original training set n different pairs of instances and binary class
assignments (x̄i, λij ) with j = 1 . . . n are generated setting λij = 1 if λj ∈ Pi and
λij = −1 otherwise. Supposing we use perceptrons as base learners, n different
o′j classifiers are trained in order to determine the relevance of λj . In consequence,
the combined prediction of the binary relevance classifier for an instance x̄ would
be the set {λj | o′j(x̄) = 1}. If, in contrast, we desire a class ranking, we simply
use the inner products and obtain a vector ō(x̄) = (x̄w̄1, . . . , x̄w̄n). Ties are
broken randomly to not favor any particular class.

3.5 Multiclass Multilabel Perceptrons

MMPs were proposed as an extension of the one-against-all algorithm with per-
ceptrons as base learners [1]. Just as in binary relevance, one perceptron is
trained for each class, and the prediction is calculated via the inner products.
The difference lies in the update method: while in the binary relevance method
all perceptrons are trained independently to return a value greater or smaller
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Require: Training example pair (x̄, P ), perceptrons w̄1, . . . , w̄n

1: calculate x̄w̄1, . . . , x̄w̄n, loss δ
2: if δ > 0 then � only if ranking is not perfect
3: calculate error sets E, F
4: for each λ ∈ F do τλ ← 0, σ ← 0 � initialize τ ’s, σ

5: for each (λ, λ′) ∈ E do
6: p← Penalty(x̄w̄1, . . . , x̄w̄n)
7: τλ ← τλ + p � push up pos. classes
8: τλ′ ← τλ′ − p � push down neg. classes
9: σ ← σ + p � for normalization

10: for each λ ∈ F do
11: w̄λ ← w̄λ + δ τλ

σ
· x̄ � update perceptrons

12: return w̄1 . . . w̄n � return updated perceptrons

Fig. 2. Pseudocode of the training method of the MMP algorithm

than zero, depending on the relevance of the classes for a certain instance, MMPs
are trained to produce a good ranking so that the relevant classes are all ranked
above the irrelevant classes. The perceptrons therefore cannot be trained inde-
pendently, considering that the target value for each perceptron depends strongly
on the values returned by the other perceptrons.

The pseudocode in Fig. 2 describes the MMP training algorithm. In summary,
for each new training example the MMP first computes the predicted ranking,
and if there is an error according to the chosen loss function δ (e.g. any of the
losses in Sec. 3.1), it computes the set of wrongly ordered class pairs in the
ranking and applies to each class in this set a penalty score according to a freely
selectable function. We chose the uniform update method, where each pair in
E receives the same score [1]. Please refer to [1] and [2] for a more detailed
description of the algorithm.

3.6 Multilabel Pairwise Perceptrons

In the pairwise binarization method, one classifier is trained for each pair of
classes, i.e., a problem with n different classes is decomposed into n(n−1)

2 smaller
subproblems. For each pair of classes (λu, λv), only examples belonging to either
λu or λv are used to train the corresponding classifier o′u,v. All other examples
are ignored. In the multilabel case, an example is added to the training set for
classifier o′u,v if u is a relevant class and v is an irrelevant class, i.e., (u, v) ∈ P×N
(cf. Figure 4). We will typically assume u < v, and training examples of class
u will receive a training signal of +1, whereas training examples of class v will
be classified with −1. Figure 3 shows the training algorithm in pseudocode. Of
course MLPPs can also be trained incrementally.

In order to return a class ranking we use a simple voting strategy, known as
max-wins. Given a test instance, each perceptron delivers a prediction for one
of its two classes. This prediction is decoded into a vote for this particular class.
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Require: Training example pair (x̄, P ),
perceptrons {w̄u,v | u < v, λu, λv ∈ L}

1: for each (λu, λv) ∈ P ×N do
2: if u < v then
3: w̄u,v ← TrainPerceptron(w̄u,v, (x̄, 1)) � train as positive example
4: else
5: w̄v,u ← TrainPerceptron(w̄v,u, (x̄,−1)) � train as negative example

6: return {w̄u,v | u < v, λu, λv ∈ L} � updated perceptrons

Fig. 3. Pseudocode of the training method of the MLPP algorithm

Fig. 4. MLPP training: training example x̄ belongs to P = {λ1, λ2}, N = {λ3, λ4, λ5}
are the irrelevant classes, the arrows represent the trained perceptrons

After the evaluation of all n(n−1)
2 perceptrons the classes are ordered according

to their sum of votes. Ties are broken randomly in our case.
Figure 5 shows a possible result of classifying the sample instance of Figure 4.

Perceptron o′1,5 predicts (correctly) the first class, consequently λ1 receives one
vote and class λ5 zero (denoted by o′1,5 = 1 in the first and o′5,1 = −1 in the last
row). All 10 perceptrons (the values in the upper right corner can be deduced
due to the symmetry property of the perceptrons) are evaluated though only six
are ‘qualified’ since they were trained with the original example.

This may be disturbing at first sight since many ‘unqualified’ perceptrons are
involved in the voting process: o′1,2 is asked for instance though it cannot know
anything relevant in order to determine if x̄ belongs to λ1 or λ2 since it was
neither trained on this example nor on other examples belonging simultaneously
to both classes (or to none of both). In the worst case the noisy votes concentrate
on a single negative class, which would lead to misclassifications. But note that
any class can at most receive n− 1 votes, so that in the extreme case when the
qualified perceptrons all classify correctly and the unqualified ones concentrate
on a single class, a positive class would still receive at least n−|P | and a negative
at most n− |P | − 1 votes. Class λ3 in Figure 5 is an example of this: It receives
all possible noisy votes but still loses against the positive classes λ1 and λ2.

The pairwise binarization method is often regarded as superior to binary
relevance because it profits from simpler decision boundaries in the subproblems
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o′1,2 = 1 o′2,1 = -1 o′3,1 = -1 o′4,1 = -1 o′5,1 = -1
o′1,3 = 1 o′2,3 = 1 o′3,2 = -1 o′4,2 = -1 o′5,2 = -1
o′1,4 = 1 o′2,4 = 1 o′3,4 = 1 o′4,3 = -1 o′5,3 = -1
o′1,5 = 1 o′2,5 = 1 o′3,5 = 1 o′4,5 = 1 o′5,4 = -1

v1 = 4 v2 = 3 v3 = 2 v4 = 1 v5 = 0

Fig. 5. MLPP voting: an example x̄ is classified by all 10 base perceptrons o′u,v, u �=
v , λu, λv ∈ L. Note the redundancy given by o′u,v = −o′v,u. The last line counts the
positive outcomes for each class.

[15, 16]. In the case of an equal class distribution, the subproblems have 2
n times

the original size whereas binary relevance maintains the size. Typically, this goes
hand in hand with an increase of the space where a separating hyperplane can be
found. Particularly in the case of text classification the obtained benefit clearly
exists. An evaluation of the pairwise approach on the Reuters-RCV1 corpus [12],
which contains over 100 classes and 800,000 documents, showed a significant and
substantial improvement over the MMP method [2]. This encourages us to apply
the pairwise decomposition to the EUR-Lex database, with the main obstacle of
the quadratic number of base classifier in relationship to the number of classes.
Since this problem cannot be coped with given the present classifications in
EUR-Lex we propose to reformulate the MLPP algorithm in the way described
in Section 3.6.

Note that MLPP can potentially be used with any binary base learner. In par-
ticular it is possible to use advanced perceptron variants that especially consider
the case of unbalanced classification problems [17, 13], since this is commonly
the case for problems with a high number of classes [18]. In our opinion, this
problem is not too severe for the pairwise decomposition, since it does not com-
pare one class against the accumulation of all remaining examples, achieving on
average a more balanced factor between positive and negative examples. More-
over, since we mainly evaluate the ranking quality, MMP and BR should not be
discriminated by unbalanced classes.

3.7 Calibrated Label Ranking

To convert the resulting ranking of labels into a multilabel prediction, we use
the calibrated label ranking approach [4]. This technique avoids the need for
learning a threshold function for separating relevant from irrelevant labels, which
is often performed as a post-processing phase after computing a ranking of all
possible classes. The key idea is to introduce an artificial calibration label λ0,
which represents the split-point between relevant and irrelevant labels. Thus,
it is assumed to be preferred over all irrelevant labels, but all relevant labels
are preferred over λ0. This introduction of an additional label during training is
depicted in Figure 6, the combination with the normal pairwise base classifiers
is shown in Figure 7.

As it turns out, the resulting n additional binary classifiers { o′0,u |u = 1 . . . n}
are identical to the classifiers that are trained by the binary relevance approach.
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Fig. 6. Calibration: introducing virtual
label λ0 that separates P an N . Percep-
trons w̄1,0, w̄2,0, w̄0,3, w̄0,4, w̄0,5 are ad-
ditionally trained.

Fig. 7. CMLPP training: the complete
set of trained perceptrons

Thus, each classifier o′0,u is trained in a one-against-all fashion by using the whole
dataset with { x̄i |λu ∈ Pi} ⊆ X as positive examples and { x̄i |λu ∈ Ni} ⊆ X
as negative examples. At prediction time, we will thus get a ranking over n + 1
labels (the n original labels plus the calibration label). Then, the projection of
voting aggregation of pairwise perceptrons with a calibrated label to a multilabel
output is quite straight-forward:

P̂ = {λ ∈ L | v(λ) > v(λ0)}

where v(λ) is the amount of votes class λ has received.
We denote the MLPP algorithm adapted in order to support the calibration

technique as CMLPP. This algorithm was again applied to the large Reuters-
RCV1 corpus, outperforming the binary relevance and MMP approach [4].

4 Dual Multilabel Pairwise Perceptrons

With an increasing number of classes the required memory by the MLPP algo-
rithm grows quadratically and even on modern computers with a large memory
this problem becomes unsolvable for a high number of classes. For the EU-
ROVOC classification, the use of MLPP would mean maintaining approximately
8,000,000 perceptrons in memory. In order to circumvent this obstacle we refor-
mulate the MLPP ensemble of perceptrons in dual form as we did with one single
perceptron in Equation 11. In contrast to MLPP, the training examples are thus
required and have to be kept in memory in addition to the associated weights,
as a base perceptron is now represented as w̄u,v =

∑m
i=1 αt

u,v x̄i. This makes an
additional loop over the training examples inevitable every time a prediction is
demanded. But fortunately it is not necessary to recompute all x̄ix̄ for each base
perceptron since we can reuse them by iterating over the training examples in
the outer loop, as can be seen in the following equations:
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w̄1,2x̄ = α1
1,2x̄1x̄ + α2

1,2x̄2x̄ + . . . + αm
1,2x̄mx̄

w̄1,3x̄ = α1
1,3x̄1x̄ + α2

1,3x̄2x̄ + . . . + αm
1,3x̄mx̄

...

w̄1,nx̄ = α1
1,nx̄1x̄ + α2

1,nx̄2x̄ + . . . + αm
1,nx̄mx̄

w̄2,3x̄ = α1
2,3x̄1x̄ + α2

2,3x̄2x̄ + . . . + αm
2,3x̄mx̄

...

(12)

By advancing column by column it is not necessary to repeat the dot product
computations, however it is necessary to store the intermediate values, as can
also be seen in the pseudocode of the training and prediction phases in Figures 8
and 9. Note also that the algorithm preserves the property of being incrementally
trainable. We denote this variant of training the pairwise perceptrons the dual
multilabel pairwise perceptrons algorithm (DMLPP).

In addition to the savings in memory and run-time, analyzed in detail in
Section 5, the dual representation allows for using the kernel trick, i.e. to replace
the dot product by a kernel function, in order to be able to solve originally not
linearly separable problems. However, this is not necessary in our case since text
problems are in general linearly separable.

Note also that the pseudocode needs to be slightly adapted when the DMLPP
algorithm is trained in more than one epoch, i.e. the training set is presented to
the learning algorithm more than once. It is sufficient to modify the assignment
in line 8 in Figure 8 to an additive update αm

u,v ← αm
u,v + 1 for a revisited

example x̄m. This setting is particularly interesting for the dual variant since,
when the training set is not too big, memorizing the inner products can boost
the subsequent epochs in a substantial way, making the algorithm interesting
even if the number of classes is small.

Require: New training example pair (x̄m, Pm),
training examples x̄1 . . . x̄m−1, P1 . . . Pm−1,
weights {αi

u,v | λu, λv ∈ L, 0 < i < m}
1: for each x̄i = x̄1 . . . x̄m−1 do � iterate over previous training examples
2: pi ← x̄i · x̄m

3: for each (λu, λv) ∈ Pm ×Nm do � x̄m only relevant for training these pairs
4: if αi

u,v �= 0 then
5: su,v ← su,v + αi

u,v · pt � note that su,v = −sv,u

6: for each (λu, λv) ∈ Pm ×Nm do � update only concerned perceptrons
7: if su,v < 0 then � and only if they misspredicted
8: αm

u,v ← 1 � note that αu,v = −αv,u

9: return {αm
u,v | (λu, λv) ∈ P ×N} � return new weights

Fig. 8. Pseudocode of the training method of the DMLPP algorithm
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Require: example x̄ for classification,
training examples x̄1 . . . x̄m−1, P1 . . . Pm−1,
weights {αi

u,v | λu, λv ∈ L, 0 < i < m}
1: for each x̄i = x̄1 . . . x̄m−1 do � iterate over training examples
2: p← x̄i · x̄
3: for each (λu, λv) ∈ Pi ×Ni do � x̄i was only be part of training these pairs
4: if αi

u,v �= 0 then � consider only if x̄ is actually part of w̄u,v

5: su,v ← su,v + αi
u,v · p � add intermediate score to w̄u,vx̄

6: for each (λu, λv) ∈ L × L do
7: if u �= v ∧ su,v > 0 then
8: vu ← vu + 1 � add up a vote for winning class λu

9: return voting v̄ = (v1, . . . , v|L|) � return voting

Fig. 9. Pseudocode of the prediction phase of the DMLPP algorithm

4.1 Calibration

There exist two ways of adapting the calibration approach described in Section 3.7
for DMLPP: processing the additional subproblems internally or externally.

The first version trains the additional base classifiers also in dual form. How-
ever, we believe that this approach could decrease the advantage that DMLPP
obtains through the sparseness of the pairwise decomposition.

Therefore, the second version considered simply trains an external (non-dual)
binary relevance classifier (as described in Section 3.4) in parallel. During clas-
sification, the predictions of the base perceptrons of the BR classifier are incor-
porated in the voting process. We will denote this algorithm as DCMLPP.

5 Computational Complexity

The notation used in this section is the following: n denotes the number of
possible classes, d the average number of relevant classes per instance in the
training set, N the number of attributes and N ′ the average number of attributes
not zero (size of the sparse representation of an instance), and m denotes the
size of the training set. For each complexity we will give an upper bound O in
Landau notation. We will indicate the runtime complexity in terms of real value
additions and multiplications ignoring operations that have to be performed by
all algorithms such as sorting or internal real value operations. Additionally, we
will present the complexities per instance as all algorithms are incrementally
trainable. We will also concentrate on the comparison between MLPP and the
implicit representation DMLPP.

The MLPP algorithm has to keep n(n−1)
2 perceptrons, each with N weights

in memory, hence we need O(n2N) memory. The DMLPP algorithm keeps the
whole training set in memory, and additionally requires for each training ex-
ample x̄ access to the weights of all class pairs P × N . Furthermore, it has to
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Table 2. Computational complexity given in expected number of addition and multi-
plication operations. n: #classes, d: avg. #labels per instance, m: #training examples,
N : #attributes, N ′: #attributes�=0.

training time testing time memory requirement

MMP, BR O(nN ′) O(nN ′) O(nN)
MLPP O(dnN ′) O(n2N ′) O(n2N)
DMLPP O(m(dn + N ′)) O(m(dn + N ′)) O(m(dn + N ′) + n2)

intermediately store the resulting scores for each base perceptron during predic-
tion, hence the complexity is O(mdn + mN ′ + n2) = O(m(dn + N ′) + n2).4 We
can see that MLPP is applicable especially if the number of classes is low and
the number of examples high, whereas DMLPP is suitable when the number of
classes is high, however it does not handle huge training sets very well.

For processing one training example, O(dn) dot products have to be com-
puted by MLPP, one for each associated perceptron. Assuming that a dot prod-
uct computation costs O(N ′), we obtain a complexity of O(dnN ′) per training
example. Similarly, the DMLPP spends m dot product computations. In addi-
tion, the summation of the scores costs O(dn) per training instance, leading to
O(m(dn + N ′)) operations. It is obvious that MLPP has a clear advantage over
DMLPP in terms of training time, unless n is of the order of magnitude of m
or the model is trained over several epochs, as already outlined in the previous
Section 4.

During prediction the MLPP evaluates all perceptrons, leading to O(n2N ′)
computations. The dual variant again iterates over all training examples and as-
sociated weights, hence the complexity is O(m(dn+N ′)). At this phase DMLPP
benefits from the linear dependence of the number of classes in contrast to the
quadratic relationship of the MLPP. Roughly speaking the breaking point when
DMLPP is faster in prediction is approximately when the square of the num-
ber of classes is clearly greater than the number of training documents. We can
find a similar trade-off for the memory requirements with the difference that the
factor between sparse and total number of attributes becomes more important,
leading earlier to the breaking point when the sparseness is high. A compilation
of the analysis can be found in Table 2, together with the complexities of MMP
and BR. A more detailed comparison between MMP and MLPP can be found
in [2].

In summary, it can be stated that the dual form of the MLPP balances the
relationship between training and prediction time by increasing training and
decreasing prediction costs, and especially benefits from a decreased prediction

4 Note that we do not estimate d as O(n) since both values are not of the same order of
magnitude in practice. For the same reason we distinguish between N and N ′ since
particularly in text classification both values are not linked: a text document often
turns out to employ around 100 different words whereas the size of the vocabulary of
a the whole corpus can easily reach 100,000 words (although this number is normally
reduced by feature selection).
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time and memory savings when the number of classes is large. Thus, this tech-
nique addresses the main obstacle to applying the pairwise approach to problems
with a large number of labels.

For the complexities of the calibrated variants of MLPP and DMLPP we
can simply add the corresponding complexity of BR, at least if we consider the
externally calibrated variant of DCMLPP.

6 Experiments

For the MMP algorithm we used the IsErr loss function and the uniform penalty
function. This setting showed the best results in [1] on the RCV1 data set. The
perceptrons of the BR and MMP ensembles were initialized with random values.
We performed also tests with a multilabel variant of the multinomial Naive
Bayes (MLNB) algorithm in order to provide a baseline. Another baseline is
depicted by FC (frequency classifier) that returns always the same ranking of
classes according to the class frequency in the training set.

6.1 Ranking Quality

The results for the four algorithms and the three different classifications of EUR-
Lex are presented in Table 3. DMLPP results are omitted since they differ only
slightly from those of DCMLPP due to the possible additional (one) vote won
against the artificial label. In the same way, we omit the results of MLPP since
they differ only marginally due to a different random initialization. Note however
that MLPP cannot be applied to the EUROVOC dataset due to the high memory
requirements, which was the reason for developing the dual version.

The values for IsErr, OneErr, RankLoss and AvgP are shown ×100% for
better readability, AvgP is also presented in the conventional way (with 100%
as the optimal value) and not as a loss function. The number of epochs indicates
the number of times that the online-learning algorithms were able to see the
training instances. No results are reported for the performance of DCMLPP on
EUROVOC for more than two epochs due to time restrictions. Note also that
the results differ slightly from those of previous experiments in [6, 7] due to the
modifications to the dataset presented in Section 2.

The first appreciable characteristic is that DCMLPP dominates all other al-
gorithms on all three views of the EUR-Lex data, regardless of the number
of epochs or losses. Often DCMLPP achieves better results than the other al-
gorithms for more epochs. Especially on the losses that directly evaluate the
ranking performance the improvement is quite pronounced and the results are
already unreachable after the first epoch.

In addition to the fact that the DMLPP outperforms the remaining algo-
rithms, it is still interesting to compare the performances of MMP and BR as
they have still the advantage of reduced computational costs and memory re-
quirements in comparison to the (dual) pairwise approach and could therefore
be more applicable for very complex data sets such as EUROVOC, which is
certainly hard to tackle for DMLPP (cf. Section 6.3).
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For the subject matter and directory code, the results clearly show that the
MMP algorithm outperforms the simple one-against-all approach. Especially on
the losses that directly evaluate the ranking performance the improvement is
quite pronounced. The smallest difference can be observed in terms of OneErr,
which evaluates the top class accuracy.

The performance on the EUROVOC descriptor data set confirms the previous
results. The differences in RankLoss and Margin are very pronounced. In con-
trast, in terms of OneErr the MMP algorithm is worse than one-against-all, even
after ten epochs. It seems that with an increasing amount of classes, the MMP al-
gorithm has more difficulties to push the relevant classes to the top such that the
margin is big enough to leave all irrelevant classes below, although the algorithm
in general clearly gives the relevant classes a higher score than the one-against-all
approach. An explanation could be the dependence between the perceptrons of
the MMP. This leads to a natural normalization of the scalar product, while there
is no such restriction when trained independently as done in the binary relevance
algorithm. As a consequence there could be some perceptrons that produce high
maximum scores and thereby often arrive at top positions at the overall ranking.
Furthermore, MMP’s accuracy on RankLoss and Margin seems to suffer from
the increased number of classes, since the loss increases from the first to the fifth
epoch, and still in the tenth epoch the value is higher than after only one epoch.
Perhaps it is indicated to use a different loss for MMP to optimize for problems
with higher amount of classes, where IsErr is inevitably high (cf. Section 3.5).
The price to pay for the good OneErr of BR is a decreased quality of the pro-
duced rankings, as the results for RankLoss and Margin are even beaten by
Naive Bayes, which is by far the worst algorithm for the other losses.

It is interesting to note in this context that the frequency classifier often
achieves a better performance than Naive Bayes and even BR, especially with
increasing number of classes as with EUROVOC.

The fact that in only approximately 5% of the cases a perfect classification
is achieved and in only approx. 65% the top class is correctly predicted in EU-
ROVOC (MMP) should not lead to an underestimation of the performance of
these algorithms. Considering that with almost 4000 possible classes and only
5.3 classes per example the probability of randomly choosing a correct class is
less than one percent, namely 0.13%, the performance is indeed substantial.

6.2 Multilabel Classification Quality

Table 5 shows the several results for predicting a set of labels for each instance
rather than a ranking of labels. Obviously, only results for BR and the calibrated
version of DMLPP can be shown since MMP only produces a ranking. The first
remarkable point is that DCMLPP outperforms BR in all direct comparisons
for the overall measures HamLoss and F1 and also Prec. But interestingly,
BR always achieves a higher Rec than DCMLPP. This is due to the fact that
the calibration tends to underestimate the number of returned labels for each
instance, especially for a high number of total classes and when the base clas-
sifiers are not yet that accurate such as for low numbers of epochs. A possible
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Table 5. Average multilabel losses for the three views on the data and for the label
set predicting BR and DCMLPP. For HamLoss low values are good, for the remaining
measures high values near 100% are good.

1 epoch 2 epochs 5 epochs 10 epochs
BR DCMLPP BR DCMLPP BR DCMLPP BR DCMLPP

su
bj

ec
t

m
a
tt
er

HamLoss 1.196 0.715 1.004 0.641 0.823 0.574 0.757 0.540
F1 54.39 62.43 60.13 68.81 65.73 72.66 68.32 74.47
Rec 64.64 54.02 68.66 64.26 71.62 69.25 74.11 71.56
Prec 47.03 74.08 53.55 74.09 60.74 76.43 63.39 77.63

d
ir
ec

to
ry

co
d
e

HamLoss 0.416 0.231 0.355 0.198 0.289 0.179 0.265 0.169
F1 46.81 49.37 53.28 62.95 59.74 67.75 62.58 69.64
Rec 58.31 36.05 64.51 53.55 68.36 59.87 70.54 61.89
Prec 39.13 78.56 45.41 76.38 53.07 78.04 56.26 79.61

E
U

R
O

V
O

C HamLoss 0.267 0.125 0.238 0.117 0.208 0.199
F1 26.95 18.20 31.56 36.11 36.42 38.57
Rec 37.03 10.45 41.30 24.89 44.84 46.93
Prec 21.19 71.62 25.54 65.82 30.67 32.74

explanation for this behavior is the following: when the BR classifier, that is also
included in DCMLPP or CMLPP, predicts that v classes are positive, this means
for the remaining classes that they have to obtain at least n − v votes of their
maximum of n votes in order to be predicted as positive. The probability that
this happens for a real positive class decreases with increasing n and increasing
error of the base classifiers, since it becomes more probably that at least v base
classifiers mistakenly commit a wrong decision.

The average label set size that is produced by DCMLPP demonstrates this:
for subject matter it increases from 1.65 to 2.04 (BR from 3.05 to 2.59), for
directory code from 0.59 to 1.0 (BR: 1.93 to 1.62) and for EUROVOC it increases
from small 0.77 to 2.01 after the second epoch (BR from 9.28 to 7.61 in the
tenth epoch). BR begins with an overestimation, reducing the predicted size
subsequently.

In order to allow a comparison independent of different tendencies of the
different thresholding techniques, we have computed Rec and Prec using the
correct, true size of the label set of the test examples. With this trick, we obtained
a Rec/Prec of 68.5% for BR and 79.3 for DCMLPP on the last epoch of
subject matter. Note that Rec equals always Prec since we have always the
same amount of false positives and false negatives in the confusion matrix. For
directory code the values are 64.8 and 75.0, and for EUROVOC 33.6 and 48.0
for the second epoch, 40.8 for the tenth epoch for BR. This trick can also be
applied in order to compare to MMP, which is beaten by DCMLPP but better
than BR with 76.2, 71.9, 35.2 and 47.1 respectively.

6.3 Computational Costs

In order to allow a comparison independent from external factors such as logging
activities and the run-time environment, we ignored minor operations that have
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to be performed by all algorithms, such as sorting or internal operations. An
overview over the amount of real value addition and multiplication computations
is given in Table 4 (averaged over the cross validation splits, trained for one
epoch), together with the CPU-times on an AMD Dual Core Opteron 2000
MHz as additional reference information. We report only results of DMLPP,
since DCMLPP’s operations and seconds can easily be derived or estimated by
adding those of BR. Furthermore, we include the results for the non-dual MLPP,
however no values have been received for the EUROVOC problem due to the
memory space problem discussed at the end of this section.

We can observe a clear advantage of the non-pairwise approaches on the sub-
ject matter data especially for the prediction phase, however the training costs
are in the same order of magnitude. Between MLPP and DMLPP we can see an
antisymmetric behavior: while MLPP requires only almost half of the amount of
the DMLPP operations for training, DMLPP reduces the amount of prediction
operations by a factor of more than 4. For the directory code the rate for MMP
and BR more than doubles in correspondence with the increase in number of
classes, additionally the MLPP testing time substantially increases due to the
quadratic dependency, while DMLPP profits from the decrease in the average
number of classes per instance. It even causes less computations in the training
phase than MMP/BR. The reason for this is not only the reduced maximum
amount of weights per instance (cf. Section 5), but particularly the decreased
probability that a training example is relevant for a new training example (and
consequently that dot products and scores have to be computed) since it is less
probable that both class assignments match, i.e. that both examples have the
same pair of positive and negative classes. This becomes particularly clear if
we observe the number of non-zero weights and actually used weights during
training for each new example. The classifier for subject matter has on average
20 weights set per instance out of 440 (= d(n− d)) in the worst case (a ratio of
4.45%), and on average 4.97% of them are required when a new training example
arrives. For the directory code with a smaller fraction d/n 35.0 weights are stored
(6.66%), of which only 1.10% are used when updating. This also explains the
relatively small number of operations for training on EUROVOC, since from the
1,781 weights per instance (8.45%), only 0.55% are relevant to a new training
instance. In this context, regarding the disturbing ratio between real value oper-
ations and CPU-time for training DMLPP on EUROVOC, we believe that this
is caused by a suboptimal storage structure and processing of the weights and
we are therefore confident that it is possible to reduce the distance to MMP in
terms of actual consumed CPU-time by improving the program code. Memory
swapping may also have influenced the measurement.

Note that MMP and BR compute the same amount of dot products, the com-
putational costs only differ in the number of vector additions, i.e. perceptron
updates. It is therefore interesting to observe the contrary behavior of both
algorithms when the number of classes increases: while the one-against-all algo-
rithm reduces the ratio of updated perceptrons per training example from 1.33%
to 0.34% when going from 202 to 3993 classes, the MMP algorithm more than
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Table 6. Memory requirements of the different classifiers for the EUR-Lex datasets

dataset BR/MMP DMLPP DCMLPP MLPP

subject matter 153 MB 199 MB 210 MB 541 MB
directory code 167 MB 210 MB 229 MB 1,818 MB
EUROVOC 1,145 MB 1,242 MB 1,403 MB –

doubles the rate from 8.53% to 22.22%. For the MMP this behavior is natural:
with more classes the error set size increases and consequently the number of
updated perceptrons. In contrast BR receives less positive examples per base
classifier, the perceptrons quickly adopt the generally good rule to always return
a negative score, which leads to only a few binary errors and consequently to
little corrective updates. A more extensive comparison of BR and MMP can be
found in previous work [19].

The memory consumption provided by the Java Virtual Machine after train-
ing the several classifiers for one epoch is depicted in Table 6. Note that these
sizes include the overhead caused by the virtual machine and the machine learn-
ing framework.5 MLPP already consumes more memory than the dual variant
for the first dataset with 200 classes. For the 400 classes of the directory code
view the algorithm requires almost 2 GB, while DMLPP is able to compress
the same information into slightly more than 200 MB. As expected and already
mentioned in Section 6.1, MLPP is not applicable to EUROVOC. A simple es-
timation based on the number of base classifiers, number of features and bytes
per float variable results in 152 GB of memory. Another remarkable fact is that
the memory requirement of DMLPP is comparable to that of the one-per-class
algorithms: for the smaller datasets we obtain an overhead of only 50 MB and
for the bigger EUROVOC view it requires only double of the memory, although
representing a quadratic number of base classifiers. On the other hand, a view
on the memory consumption of DCMLPP reveals that great part of the space
for MMP/BR and DCMLPP is caused by overhead of the JVM and the machine
learning framework (instances and class mappings in memory, extensive statis-
tics, etc.). If we compute the core memory requirements of BR by subtracting
DMLPP’s value from DMLPP’s for EUROVOC, we obtain 161 MB. In conse-
quence we obtain a general overhead of 981 MB and thus an actual memory
consumption of 261 MB for DMLPP. These values seem to be realistic after a
simple estimation.

7 Conclusions

In this paper, we introduced the EUR-Lex text collection as a
promising test bed for studies in text categorization, available at

5 We used the WEKA framework (http://www.cs.waikato.ac.nz/~ml/weka/), but
we adapted it so that it maintains a copy of a training instance in memory only
when necessary for the incremental updating.
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http://www.ke.tu-darmstadt.de/resources/eurlex/. Among its many
interesting characteristics (e.g., multi-linguality), our main interest was the
large number of categories, which is one order of magnitude above other
frequently studied text categorization benchmarks, such as the Reuters-RCV1
collection.

On the EUROVOC classification task, a multilabel classification task with
4000 possible labels, the DMLPP algorithm, which decomposes the problem into
training classifiers for each pair of classes, achieves an average precision rate of
slightly more than 50%. Roughly speaking, this means that the (on average) five
relevant labels of a document will (again, on average) appear within the first 10
ranks in the relevancy ranking of the 4,000 labels. This is a very encouraging
result for a possible automated or semi-automated real-world application for
categorizing EU legal documents into EUROVOC categories.

This result was only possible by finding an efficient solution for storing the
approx. 8,000,000 binary classifiers that have to be trained by this pairwise
approach. To this end, we showed that a reformulation of the pairwise decompo-
sition approach into a dual form is capable of handling very complex problems
and can therefore compete with the approaches that use only one classifier per
class. It was demonstrated that decomposing the initial problem into smaller
problems for each pair of classes achieves higher prediction accuracy on the
EUR-Lex data, since DMLPP substantially outperforms all other algorithms.
This confirms previous results of the non-dual variant on the large Reuters Cor-
pus Volume 1 [2]. The dual form representation allows for handling a much higher
number of classes than the explicit representation, albeit with an increased de-
pendence on the training set size. Despite the improved ability to handle large
problems, DMLPP is still less efficient than MMP, especially for the EUROVOC
data with 4000 classes. However, in our opinion the results show that DMLPP
is still competitive for solving large-scale problems in practice, especially consid-
ering the trade-off between runtime and prediction performance.

As further work, we have adapted the efficient voting technique for pairwise
classification introduced in [20] to the multilabel case. This technique permits
to reduce the amount of perceptron predictions of the MLPP algorithm during
the classification of the subject matter and directory code views to a level com-
petitive to BR/MMP [21]. However, the processing of the almost 4000 classes of
EUROVOC is out of scope, making it still necessary to use techniques such as
the Dual MLPP.

Additionally, we are currently investigating hybrid variants to further reduce
the computational complexity. The idea is to use a different formulation in train-
ing than in the prediction phase depending on the specific memory and runtime
requirements of the task. In order e.g. to combine the advantage of MLPP dur-
ing training and DMLPP during predicting on the subject matter subproblem,
we could train the classifier as in the MLPP (with the difference of iterating
over the perceptrons first so that only one perceptron has to remain in memory
at a point in time) and then convert it to the dual representation by means of
the collected information during training the perceptrons. The use in training
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of SVMs or more advanced perceptron variants that, similar to SVMs, try to
maximize the margin of the separating hyperplane in order to produce more
accurate models [13, 14], is also an interesting option.
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Montréal, Québec, Canada, H3C 3P8

chieze.emmanuel@uqam.ca
2 NLP Technologies Inc

3333, chemin Queen Mary, suite 543
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1 Context of the Work

Legal information is produced in large quantities and it needs to be adequately
classified in order to be reliably accessible. Indeed, legal experts perform rela-
tively difficult legal clerical work that requires accuracy and speed. These legal
experts often summarize legal documents, such as court judgements, and look
for information relevant to specific cases in these summaries. These tasks involve
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understanding, interpreting, explaining and researching a wide variety of legal
documents.

To help in some of these tasks, NLP Technologies1 has developed a series of
advanced information technologies in the judicial domain. NLP Technologies is
an automated language software company conducting the research, development
and marketing of summarization and statistical machine translation software and
related software tools and services. The company’s services are available through
the company’s website and include access to four main tools: DecisionExpress ,
SearchExpress, BiblioExpress and StatisticExpress which are briefly described
below.

The core technology underlying these tools is an automatic summarization
system. Summaries help organize large volumes of documents so that finding
relevant judgements for a specific case is both easy and efficient. That is why
judgements are frequently manually summarized by legal experts. However, hu-
man time and expertise required to provide manual summaries for legal research
make human-generated summaries relatively expensive. Also, there is always the
risk that a legal expert misinterprets a judgement and misclassifies it or produces
an erroneous summary. Because of the high accuracy required in the classification
and summarization of legal judgements, commonly available automatic classifi-
cation and summarization methods are typically not suitable for this task. Based
on the work of Farzindar [2], NLP Technologies has developed a summarization
system specifically tailored for the legal domain based on a thematic segmen-
tation of the text. Since 2005, the Federal Court of Canada has been a client
of NLP Technologies ’s automated legal analysis services for French and English
documents. The summaries are available within 2 days of the publication date.
Although this process must be adapted for new domains, the fundamentals stay
the same and one of the goals of this work was to develop a methodology that
allows an easy parameterization process through appropriate dictionaries and
rules using advanced natural language processing tools such as transductors.

1.1 DecisionExpress

DecisionExpress is a weekly bulletin of recent decisions of Canadian federal
courts and provincial tribunals. It processes judicial decisions automatically and
makes the daily information used by jurists more accessible by presenting the
summaries of the legal record of the proceedings of federal courts (such as Tax
court, Federal court of appeal, etc.) and provincial tribunals in Canada.

Furthermore, it presents a factsheet for each decision that can save hours of
reading by extracting the essential information and showing it in a user-friendly
format for many cases of the same type.

Contrary to the traditional way of manually classifying and summarizing
judgements to be saved in the database, DecisionExpress analyses and sum-
marizes the judgements automatically. This brings numerous advantages both
for those publishing legal information and the jurists using it:

1 http://www.nlptechnologies.ca
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View Summary

Fig. 1. Factsheet from DecisionExpress showing two cases from a week in which 4
immigration cases have been allowed and 8 dismissed. The left part gives the subject,
the decision and the name of the judge while the right part gives a very short summary,
the topics dealt with in this case, the country in which the applicant resided and the
pertinent legislation that was cited in the case. Clicking on the appropriate button
gives access to a longer summary (Figure 2) or the text of the original judgement.

– Significant cost reduction of the summary production process which can be
passed back to those accessing the information as customers.

– Automatic summaries present sentences extracted from the judgement,
whereas manual summaries consist of reformulations. A reformulation is less
precise and less credible because it is not a direct source of law. In addition,
an ambiguous reformulation can may lead to misinterpretations of what the
judge meant and lead the user to erroneous beliefs.

– Automatic summaries provide greater consistency. The editors’ abilities and
concentration may vary, whereas the computer provides a stable level of
performance. The machine is also better suited than a human for repetitive
tedious tasks, such as the production of summaries of long articles.

DecisionExpress ’ other innovation is the production of a brief description of every
decision analysed. This description allows a jurist to get the essential information
of a decision in one glance. This way, he or she knows immediately if the decision
is relevant enough to read the summary and eventually the whole judgement.
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The thematic segmentation is based on specific knowledge of the legal field.
According to our analysis, legal texts have a thematic structure independent of
the category of the judgement [1]. Textual units dealing with the same subject
form a thematic segment set. In this context, we distinguish four themes, which
divide the legal decisions into thematic segments, based on the work of judge
Mailhot[5]:

Introduction describes the situation before the court and answers these ques-
tions: who did what to whom?

Context explains the facts in chronological order: it describes the story includ-
ing the facts and events related to the parties and it presents findings of
credibility related to the disputed facts.

Reasoning describes the comments of the judge and the finding of facts, and
the application of the law to the found facts. This section of the judgement
is the most important part for legal experts because it presents the solution
to the problem between the parties and leads the judgement to a conclusion.

Conclusion expresses the disposition, which is the final part of a decision con-
taining the information about what is decided by the court.

The factsheet (see Figure 1) presents information such as the name of the judge
who signed the judgement and the tribunal he or she belongs to, the domain of
law and the subject of the decision (for example, immigration and application
for permanent residence), a short description of the litigated point, the judge’s
conclusion (allowed or dismissed) and hyperlinks to the summary (Figure 2) and
the original judgement.

These factsheets are highly appreciated by users because they present the
essential information about a judgement more concisely than a summary. One
glance is enough to determine if the decision is relevant. Moreover, the factsheets
are automatically translated into French or English so that for every decision, the
factsheet is available in both offical languages of Canada. This allows jurists to
work in the language they are most comfortable with regardless of the language
in which the decision was published.

1.2 SearchExpress

SearchExpress , integrated within DecisionExpress is a search engine that allows
users to search the NLP Technologies ’ database rendered by Canadian federal
courts and tribunals. In addition to the search functionality already offered by
most providers of legal information such as QuickLaw2 and Westlaw-Carswell3,
SearchExpress offers new possibilities. Search the factsheets generated by Deci-
sionExpress . This way, the user can formulate the query based on the judge’s
name, his conclusion, the domain of law, the subject of the decision, the key-
words, etc. In short, the query can be constructed using any information pre-
sented in the factsheets, which allows the user to refine his or her search.
2 http://www.lexisnexis.ca
3 http://www.carswell.com
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Fig. 2. Automatically generated, and manually reviewed, summary returned after click-
ing on the View Summary button at the bottom left of Figure 1. All sentences of the
summary being taken verbatim from the original decision, they can thus be used more
easily in legal argument. The sentences are classified into meaningful sections: Intro-
duction, Context, Reasoning and Conclusion. Note that sentences are not necessarily
in the same order in the judgement and in the summary.

Regardless of the type of search used, the results page presents, for every de-
cision found, the factsheet of the decision as well as a hyperlink to the original
text. This manner of presenting the results permits the user to save time in the
preliminary sort of retrieved results. Instead of reading every decision retrieved
to see if it is relevant, he or she can simply reject the decisions whose fact-
sheets show clearly that they will not be useful. The overview presented in the
factsheets also allows telling quickly if the query should be refined or otherwise
modified.

Searching is done both in the full text of the judgement and in the factsheets
generated by DecisionExpress . Consider a lawyer preparing a file for a client con-
testing in the Federal Court the refusal of his application for residence based on hu-
manitarian considerations. On the other providers’ websites, this lawyer could do
a search in the decisions of the Federal Court by typing keywords such as immigra-
tion or application for refugee status (very broad) or humanitarian considerations
(more precise but not always related specifically to the humanitarian application
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process per se). With SearchExpress , the lawyer can search only those cases which
have been correctly identified as judicial reviews of humanitarian applications per
se among the Federal Court by limiting the results of the query to judgements la-
belled by DecisionExpress as immigration for the domain, and “humanitarian and
compassionate application” for the subject. He or she could also choose only to re-
trieve decisions where the judge has granted the application for judicial review, or
else limit the search to decisions with respect to applicants from the same country
as his or her client. Cross-lingual (English-French) search allows the user to sub-
mit a query in one language and retrieve documents containing the terms of the
query as well as their equivalents in the other language. The user can thus use a
single query to retrieve all documents relevant to his or her case regardless of the
language the judgement was made in. SearchExpress makes search easier by incor-
porating unique and useful search criteria (Figure 3) such as category (e.g., immi-
gration and tax), court, name of judge, subject (e.g., investors, pre-removal risk
assessment, and humanitarian considerations), conclusion (allowed or dismissed)
and other relevant criteria.

Basic Search Advanced Search

Percentage of equity

Search Clear

Hide Search Options <<<

Search Options

Language:

Any

Category:

Any

Subject:

Entrepreneurs

Topics:

Court:

Any

Judge:

Any

Lawyer(s):

Law(s):

Conclusion:

Any

Countries:

Clear

Any
Afghanistan
Åland Islands
Albania
Algeria
American Samoa

Country of Origin

Afghanistan

Aland Islands

Albania

Algeria

American Samoa

Fig. 3. With SearchExpress, it is possible to have access to relevant decisions for a
research in progress by specifying the criteria. For example, a lawyer can carry out
research on a precise case such as an entrepreneur who comes from a certain country
with particular conditions to see how such situations have been treated historically in
order to calculate the chance of success in court.
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Legislation

·      Citizenship Act ( R.S., 1985, c. C-29 )
       Immigration and Refugee Protection Act ( 2001, c. 27 ) 
                o    Sections 72 to 87
                o    Section 96
                o    Section 97

Legislation

·      Citizenship Act ( R.S., 1985, c. C-29 )
       Immigration and Refugee Protection Act ( 2001, c. 27 ) 
                o    Sections 72 to 87
                o    Section 96
                o    Section 97

Regulations

·       Citizenship Regulations, 1993 (SOR/93-246)
·       Foreign Ownership of Land Regulations (SOR/79-416)
·       Federal Courts Immigration and Refugee Protection Rules (SOR/93-22)
·       Immigration and Refugee Protection Regulations (SOR/2002-227)
·       Immigration Investigation Regulations (SOR/80-686)

Regulations

·       Citizenship Regulations, 1993 (SOR/93-246)
·       Foreign Ownership of Land Regulations (SOR/79-416)
·       Federal Courts Immigration and Refugee Protection Rules (SOR/93-22)
·       Immigration and Refugee Protection Regulations (SOR/2002-227)
·       Immigration Investigation Regulations (SOR/80-686)

+

-

+

+

+

+

+

Fig. 4. The legal sources related to a subject are classified into different categories by
BiblioExpress. For example, the links related to an immigration subject are centralized
in one page.

StatisticsExpress for the week of January 26 to February 01, 2009

1. Number of decisions published: 12
2. Number of allowed decisions: 4
3. Number of dismissed decisions: 8
4. Number of decisions for each subject: 
        o    Refugee protection: 5
        o    Stays: 2
        o    H&C: 1
        o    Skilled Workers: 1
        o    Permanent residence: 1
        o    Security certificates: 1
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Fig. 5. Weekly statistics provided by StatisticExpress
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1.3 BiblioExpress

BiblioExpress provides access to the text of federal legislations, rules, policy
manuals and guidelines, as well as a range of inter-governmental agreements and
international instruments in Canada. This service (see Figure 4) centralizes links
to fundamental legal resources of three different categories: immigration, intel-
lectual property, and tax. For instance, in the Immigration of Canada domain,
BiblioExpress classifies the links to recourses into legislations, regulations, rules,
conventions, guidelines, forms, agreements, etc.

1.4 StatisticExpress

StatisticExpress gives access to pertinent data and a variety of government statis-
tics such as the annual and periodical reports of courts, tribunals and government
agencies, international statistics, the performance reports of various government
and international agencies and a specialized fact-finder providing statistics from
DecisionExpress ’s databases shown in Figure 5.

2 Research Background

The best source for an overview of legal text summarization is Moens [6] who
presents an excellent survey of the area of summarization of court decisions. She
describes the context in which court decisions are taken and published and the
need for good quality summaries in this area which is comparable to the medical
domain.

FLEXICON [9] is one of the first summarization system specialized for legal
texts. It was based on the use of keywords found in a legal phrase dictionary. The
summaries were not used as such but served for indexing a legal case text collec-
tion. SALOMON [7], developed for summarization of Belgian criminal cases, was
the first to explicitly make use of the structure of a case. As such, the authors
were more interested in identifying the structure than producing a complete
summary. The SUM [4] project was developed to determine the rhetorical status
of sentences of House of Lords judgements. This methodology could be used as
a background technology for a complete summarization system.

These projects attest to the importance of the exploration of legal knowledge
for sentence categorisation and summarization. NLP Technologies ’s extraction of
the most important units is based on the identification of the thematic structure
in the document and the determination of argumentative themes of the textual
units in the judgement[1,2]. The system we describe in this paper is the only one
that spans all steps from an original judgement to a complete summaries that
can be used in the daily activity of legal professionals.

3 The Immigration and Refugee Law

We describe in more detail the process of dealing with decisions in the field of
immigration and refugee law. All Canadian immigration decisions are retrieved
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from the Federal courts web site when they become public, and are then pro-
cessed in order to produce two valuable pieces of information : the factsheet (See
Figure 1) and an automatic summary of the decisions (Figure 2).

As theCourt decisions in this domain arewell structured, it is possible to identify
three main parts and develop a specialized information extraction process for each:

Prologue a list of semi-structured information such as the docket number, the
place and date of hearing, the judge’s, plaintiffs’ and defendants’ names. Each
piece of information is usually introduced by a specific label but the concept
extraction and the determination of the matter of the decision require a more
detailed analysis.

Decision a full-length text, structured in sections usually identified by titles or
by specific sentences starting those sections. A typical decision is divided into
six themes usually appearing in the following order: introduction, context,
issues raised by the plaintiffs, reasoning, conclusion and the order. Some
sections may be missing in some decisions, while additional sections may
appear in other ones. The order in which sections appear may also vary.

Epilogue another list of semi-structured information such as the lawyers’ and
solicitors’ names.

The information from the prologue and epilogue are kept in a database and
an automatic table style summary is produced for the decision. The result is
then reviewed by a lawyer from NLP Technologies who can make some manual
adjustments. The overall result is reviewed by an editorial board before the
information becomes available to the company’s subscribers on the Web. This
mix of automatic processing and manual review has been in operation for 4 years
and has given very good results on Immigration decisions written in English.
Using the parameterization process described below, we were able to extend, in
the course of 2008, the system to decisions in the same field written in French
and to decisions in tax and intellectual property laws. Two core ideas have
presided to this re-engineering: the use of a linguistics aware technology and
parameterization.

4 Linguistics–Aware Information Extraction Process

Canadian immigration decisions are available on the Web as HTML documents
either in English or French depending on the language used at the hearing. A
decision may naturally be relevant for Canadian lawyers no matter in which lan-
guage it is written. Since HTML tags define the presentation of those decisions,
rather than their structure, and since the presentation as well as its HTML def-
inition is liable to evolve over time (and it has), we cannot rely on only these
tags to identify the structure of the decisions. We thus analyze the text of the
decision itself to discover the sentences of each section to appear in the summary.

Figure 6 shows a simplified view of the transformation pipeline combining
different technologies to go from an original judgement as an HTML to an XML
file that is saved in a data base from which the final summary, also in HTML, is
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local processing

global processing

statistical processing

HTML
judgment

Unitex
Unitex
graphs

XML
Judgment

XSLT InterpreterXSLT Stylesheets

XML
Data

C# Summarizer

HTML
SummaryManual revision

Fig. 6. System architecture going from the original to the summary. Unitex graphs are
used for going from HTML to XML and for linguistic processing within a sentence or
for short spans of text. XML Transformation Stylesheets (XSLT) are able to take into
account long distance dependencies and the statistical computations for determining
the most important sentences to appear in the summary are done by a C# program.

generated. NLP Technologies lawyers, through a specialized reviewer interface,
can also change this XML file during the manual review process. This transfor-
mation process involves both local (within a sentence) processing, more global
processing taking into account parts of the documents that can be farther apart
and statistical processing for computing the salient sentences that will compose
the final summary.
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We decided to use technologies that are appropriate for each step of the trans-
formation. Transductors allow a great flexibility in sentence processing, XSLT
stylesheets are an efficient means for selecting and transforming longer spans
of texts and a procedural language is used for computing the final statistics to
select the final sentences that appear in the summary.

The unit of work in all transformation steps is the whole sentence in order to
guarantee that the summary contains only original sentences that can be cited
verbatim without having to consult the judgement. Transductors and stylesheets
add hidden information to sentences of the original text to provide hints to the
final statistical summarization module that decides for each sentence whether it
will appear in the summary or not, and if so, in which thematic segment it will
be put. Even the manual reviewers work at the level of sentence and choose to
either add or remove a whole sentence or not; they are not allowed to modify
the wordings of sentences.

4.1 Local Processing

A first step is thus to convert HTML documents into text files and then use
linguistic cues to identify the decision structure as well as the relevant factual
information. Fortunately, decisions follow a rather stereotypical pattern and use
recurrent information identifiers or section headings. Such identifiers have several
variants, but there are usually a fixed set of them.

We decided to use XML tags to identify text structure and relevant fac-
tual information, since there are several general-purpose XML-based processing
tools, such as structure validation or document transformation tools. So our pro-
cess will first eliminate most HTML tags and transform others into paragraph
markers.

Relevant information will then be identified through linguistic cues, which are
phrases identifiable through context-free grammars. As we are aiming for power
and flexibility, we decided to make use of the transductor technology, namely
Unitex4, a descendant of INTEX [8], to identify, mark and transform spans of
texts by means of regular expressions which provides the following advantages:

– Regular expressions are represented with graphs (see Figure 7 for an exam-
ple) instead of complex sequences of operators and their base unit is the
word rather than the character. Language-dependent character equivalences
are appropriately handled.

– It works with a user-defined dictionary in which words and phrases may
be assigned various user-defined syntactic or semantic categories which may
in turn be used in graphs. Flexional categories and morphological criteria
can be almost freely combined with those syntactic and semantic categories,
enabling the expression of complex search criteria without ever having to
translate those criteria into character patterns.

– Graphs may be used as subgraphs of other more complex graphs, enabling
graph reusability.

4 http://www-igm.univ-mlv.fr/~unitex/
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Fig. 7. A graph defines a set of paths matching words encountered in the text going
from the entry node (the triangle on the far left) to the exit node (the circle containing
a square) on the right. A node can match either be a single word (see Canadian above),
or one word contained in a list defined in the dictionary (see <COUNTRY> above). When
a path going from the entry to the exit has been found, information can be added
(shown here in bold) to the original text. Here the occurrence detected is tagged with
an XML tag named EINFO with attributes ATYPE having value country and Avalue

having a value pays that was saved during matching this graph. This graph detects
the country from which the applicant originates. The 4 paths out of the start state,
from top to bottom, correspond respectively to: 1) a path that recognized phrases such
as his removal to Kenya, 2) a path that recognizes phrases such as [is scheduled

to be] removed to Kenya, 3) a path that recognizes phrases such as [is a] citizen

of Kenya, 4) a path that recognizes phrases such as [is a] Kenyan citizen or [est]
citoyen kenyan. Note that adjectives derived from country names, recognized by the
last path, are not listed in the dictionary contrary to country names, which are listed.

– Parameterized graphs (explained in the next section) add even more flexi-
bility to our processing.

Unitex graphs have the power and efficiency of regular expressions, with the
additional benefits of linguistic awareness and much improved user-friendliness.
These grammars recognize word patterns most often limited to a single sentence.
Unitex processing of the judgements involve the use of 33 compiled graphs for
transforming the HTML form of a judgement to a labeled XML file. An example
of such a graph that detects the applicant’s country of origin is displayed as
Figure 7.

4.2 Global Processing

Although there is no theoretical limit on the span of input that can be processed
by a Unitex transductor, in practice we have experienced many problems when
the input is too long. Unitex is cumbersome for expressing long-range depen-
dencies but there are however a few contextual or structural rules to implement,
such as:
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– A sentence that contains a pattern associated with salient phrases of a given
section (introduction, context, citation, reasoning, conclusion). If a pattern,
typical of a given section, is found in a sentence then the whole sentence is
assigned to this section.

– All sentences of a paragraph following a sentence identified as a citation are
also part of that citation.

We decided to express such structural rules with XSLT stylesheets applied to
the resulting XML format of the documents. Using XML provides the additional
benefit of checking the conformity of the document structure to the XML schema
associated with decisions. The XSLT processing uses 10 templates.

4.3 Statistical Processing

To identify the sentences to appear in the summary, some statistical computa-
tions are involved such as the computation of TF·IDF scores and other numerical
values. This process is done with a C# program that parses the XML document
produced by the previous two steps. The HTML input files are about 30K char-
acters long, corresponding to 16K words. On a stock desktop PC, the processing
time for applying Unitex graphs, processing XSLT templates and computing
statistics is about 40 seconds per judgement.

5 Parameterization of the Information Extraction
Process

As partly shown in Figure 7, Unitex graphs can refer to words defined in a
dictionary, a user-defined list of word forms associated with their root form as
well as various syntactic and semantic categories and morphological features. It
would be cumbersome to define all word forms by hand, especially in an inflected
language like French in which semantic categories do not vary with the flexion.
Unitex offers two types of dictionary definitions: the inflected dictionary, where
it is possible to directly define word forms, and the non-inflected dictionary,
which will be inflected by Unitex using an inflexion graph provided by the user.
Such graphs are language dependent but are application domain independent.

Unitex offers an additional mechanism called the parameterized graph, which
combines a generic graph containing variables and a parameter file. The latter
is a text file containing the values to be taken by the variables. More precisely,
each line of the parameter file will generate a subgraph, and the whole family of
subgraphs will be integrated as a single graph. Each subgraph thus represents an
alternative and the main graph is a disjunction of all those alternatives. In order
to maximize the parameterization of our system, we have made an extensive use
of the dictionary as well as of parameterized graphs, so that many graph updates
can simply be made through the update of those parameter files followed by a
graph recompilation. We have used Microsoft Excel to assemble the various
parameter files and to simplify the data definition. Excel macros are used for
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validation and for cross-checks between those lists. Excel is also a user-friendly
way of consulting, sorting and filtering those parameter lists.

Some operators such as X in-same-sentence-as Y or X near Y, not avail-
able in Unitex have been developed with auxiliary graphs, and can be used in
those lists to implement complex rules: there is a fixed list of them however,
since we did not want to implement a general rule compiler. In total, there are
10 worksheets in this Excel file: each of them parameterizes a specific aspect of
the information extraction process. The dictionary itself contains 432 uninflected
single words, 840 inflected single words or single words without any flexion and
812 phrases. Those figures combine both English and French entries. In a spe-
cialized information extraction setting like this one, we only have to deal with
words that are used for segmenting the judgement or for identifying specific in-
formation like dates, names of parties. Most of the words encountered in the
text are simply taken as is and will be given back verbatim if it happens that
the sentence as a whole is chosen to appear in the summary.

6 Application to the Intellectual Property and Tax Law
Domains

Once the information extraction process was completed for the immigration
domain, a natural step was to extend it to other law domains of interest to
NLP Technologies , namely the intellectual property and the tax law domains.
In both cases, federal decisions were the only ones taken into consideration.

The intellectual property domain was very easy to integrate: decisions from
this domain emanate from the same courts as the immigration ones, and thus
follow the same structure. The main differences between both domains lie in the
subjects, topics, and laws associated with one domain or the other, as well as to
some specific dictionary entries. Since these data are parameterized in an Excel
file, it was very easy to add French and English data relevant to the intellectual
property domain to the file. Only very minor reorganizations of this file were
required, such as adding a domain field to the topic and the subject worksheets in
order to facilitate their maintenance. The integration of the intellectual property
domain took about three weeks.

Integrating the tax law domain was more challenging: decisions from this
domain can originate from the Federal Court or the Federal Court of Appeal,
as is the case for the previous domains, but also from the Tax Court of Canada.
Decisions from the latter differ in structure from those issued by the Federal
Court or the Federal Court of Appeal, especially in the order and way in which
the prologue and epilogue information is presented, and thus required not only
an update of the Excel file, but also some modifications of the local processing
step. Since we wanted to keep one single processing unit for all decisions, we
just added a parameter that states whether a decision is issued form the Federal
Court of the Federal Court of Appeal, on the one side, or from the Federal Tax
Court on the other side. It must be emphasized that these differences were big
enough to justify adding two Unitex graphs for the Federal Tax Court decisions
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Table 1. Number of topics and subjects associated with each domain. The All domain
(not shown) indicates topics and subjects independent of a specific domain. They are
associated with court practice questions that arise in all domains.

Domain Subjects Topics
examples nb examples nb

Immigration Appeal by Permanent
Resident, Appeal by Protected
Person, Citizenship
application, Entrepreneurs,
Family class application,
Inadmissibility, Investors,
Convention Refugee Abroad
class, Refugee Protection,
Enforcement of Removal
orders, Skilled workers, Stay of
removal orders, Study Permit,
Visitors, Work permit, Source
country class ...

33 Assurances against torture,
Child custody order, Deserters,
Failure to seek protection,
Gangs, Habeas Corpus,
HIV-positive, Identity,
Irreparable harm, Obligation
to avoid risk of persecution,
Oral interview, Religious
conversion, Removal from
record, Review of detention,
Risk assessment, Street gangs,
Vengeance, Visa officer ...

1864

Intellectual
Property

Patent, Trademark, Copyright,
Industrial Design ...

4 adding parties, deadwood,
elastomer, ex turpi causa,
processability, prodrugs,
Pseudonyms, recording
medium, representation by
non-lawyer, titles, work
product ...

745

Tax Income Tax, Income Tax
Québec,
Unemployment/Employment
Insurance, Excise Tax, Goods
and Services Tax GST,
Canada Pension Plan, Old Age
Security, Petroleum and Gas,
Cultural Property Export and
Import, Customs, War
Veterans, Softwood Lumber,
Tax Court Practice,
Aboriginals ...

14 acupuncture, automobile
allowance, bill of costs,
business investment losses,
constructive trust, contents of
appeal book, foreign-based
documents, incarceration,
investment brokers, lawyers’
disbursements, motion to
reconsider, unjust enrichment,
vehicle fees ...

1880

All 1 46

Total 52 4535

and making two versions of two existing graphs, but those modifications are still
very minor and did not call for a major rethinking of the whole processing chain.

A few more technical adaptations of the process were required, such as splitting
the execution of the topic graphs into five steps rather than as a whole for perfor-
mance reasons. Once again, despite those minor updates, the integration of the
tax law domain took only about six weeks. Whatever the domain associated with
a decision, the latter is processed in the same way. It must be noted that the local
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or global processing steps do not attempt to assign a domain to the decisions they
process. Theoretically, an immigration topic or subject could thus be erroneously
attributed to an intellectual property decision for instance. This is however very
rare, and those mistakes can be corrected either by the statistical processing or
the manual review that follow the local and global processing steps.

The integration of new domains (their number is indicated in Table 1) was
thus almost effortless thanks to the parameterization approach described above
to manage the immigration domain. This success in adding new domains shows
that, although our methodology is primarily based on hand defined dictionaries
and transductor graphs, these can be quickly adapted because we stay within
the law domain for which the fundamentals stay constant.

7 Maintenance of the Information Extraction Process

The information extraction transductors were developed originally by the manual
inspection of about 60 decisions in both English and French published in 2007.
Only a few (about 5%) of current decision were not processed correctly and
involved some manual adjustment either by correcting the formatting of the
input or by adding new words to the dictionary.

We have also tested the transductors on 14 380 historical decisions published
between 1997 and 2006. Only 15% of those decisions were incorrectly processed
by the original information extraction process, i.e. the resulting XML document
was not well-formed, usually because the beginning of a section was detected but
not its end or vice-versa. This happens because these complementary elements
are tagged independently. Resolving the problems caused by 9 decisions helped
resolve the problems encountered in 49 additional decisions (over 90 decisions
tested). In other words, a single problem occurred on average on 6.5 decisions
among the 90 decisions on which corrections were tested. Among those 9 prob-
lems, 3 implied adding entries in the dictionary, 5 implied modifying existing
graphs in order to improve their flexibility. We decided not to take any action on
the last one which was caused by a misspelling in the decision. It is yet unclear
whether our parameterization effort has been sufficient, since only 3 problems
out of 8 could be solved without modifying any graph. We are just at the be-
ginning of the correction process however, and we hope that, as time goes on, a
higher proportion of problems will be solved through dictionary update, as well
as we can hope that one single correction will have a positive impact on more
decisions. Moreover, we know that decisions have been presented in a consider-
ably more homogeneous way since 2003, so that historical results are worse than
those obtained from current decisions.

Thus, we are confident that as time goes on, there will be increasingly less
manual work to do by NLP Technologies legal staff, who will merely need to
check that everything is all right for publication. This process is in production
since the summer of 2008.

Farzindar [2] compared the approach underlying DecisionExpress and other
state-of-the-art summarization systems, but we are not aware of any similar
commercial legal summarization system.
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Fig. 8. Interface for the manual review (bottom left box of Figure 6) of the summaries
produced by the automatic process within DecisionExpress. The left part shows all sen-
tences of the judgement. Paragraphs selected by the automatic process are highlighted
with a different color according to the theme they were assigned to. In this figure, the
reviewer is working with the Context theme whose the tab is currently opened. To re-
move a paragraph from the summary, the reviewer double-clicks on a paragraph from
the theme, to add a paragraph to this theme she double-clicks on a paragraph in the
judgement. It is possible to add or remove single sentence but its content cannot be
changed. This ensures that the original text is preserved in the summary. Simple sen-
tence or paragraph highlighting (bold or italics) buttons are available at the top right.
Once the reviewer is satisfied, the resulting summary can be saved in the database
using the top left button.

Although we did not conduct any formal evaluation, the feedback given by
the Federal Courts is that they find the results of the summaries produced and
reviewed by DecisionExpress 100% precise and very useful. The electronic dis-
semination of the judicial decisions within the Federal Courts offices made pos-
sible by DecisionExpress also brought an interesting environmental benefit. The
Federal Court used to print its weekly decisions for all of its judges about 1.5
million pages yearly. When the decisions were no longer used by the judges, they
were picked up and stored. After the implementation of DecisionExpress , a poll
taken amongst judges showed that a massive majority agreed that the Court
should stop providing printed copies of the judgements.
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Human reviewers find that about 70% of the sentences or paragraphs are
identified correctly by the automatic system described in this paper. We are
currently improving the system using statistical methods now that we have a
corpus of reference summaries that NLP Technologies has produced over the
years. Even though all summaries have to be validated by human reviewers, this
process takes less than 15 minutes per decision. We expect the review process
to be even faster now that we are implementing the specialized review process
interface shown in Figure 8.

8 Conclusion and Perspectives

DecisionExpress is the first service in the world based on an automatic summa-
rization system developed specifically for legal documents. It is implemented in
a real-life environment and currently produces summaries for large collections of
judgements (between 50 and 100 each week) written in English or French in the
immigration domain.

In this article, we have presented our recent work with respect to extend-
ing the applicability of the system to French and to other domains such as tax
and intellectual property law. The main idea was to elaborate on an informa-
tion management platform to organize the linguistic cues and semantic rules to
achieve a precise information extraction in different fields. The output of the
system is systematically reviewed by a lawyer but the goal is to have the system
do as much work as possible.

In order for a client to work in the language they are most comfortable with,
the RALI and NLP Technologies have developed a bidirectional French and
English statistical machine translation (SMT) engine for judgements [3]. The
SMT output sentences are reviewed before publication, similar to the process
used by NLP Technologies for summaries.

As the summaries are extracts of the original judgement, we are also devel-
oping an interface to keep track of revisions (removal of selected sentences by
the system or adding of new sentences) done on the summaries so that the
corresponding translated sentences now form the summary in the other official
language of Canada.

NLP Technologies is currently studying the possibility of extending the system
to other courts and countries. US courts are particularly targeted because of the
number of decisions and the proximity to Canada, but they are quite challenging
because of different source formats and a different legal system.
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8. Silberztein, M.D.: Dictionnaires électroniques et analyse automatique de textes. Le
système INTEX, Paris, Masson (1993)

9. Smith, J.C., Deedman, C.: The application of expert systems technology to case-
based law. In: Proceedings of ICAIL 1987, pp. 84–93 (1987)



Evaluation Metrics for Consistent Translation of

Japanese Legal Sentences

Yasuhiro Ogawa, Kazuhiro Imai, and Katsuhiko Toyama

Graduate School of Information Science, Nagoya University Furo-cho, Chikusa-ku,
Nagoya, 464-8603, Japan

yasuhiro@is.nagoya-u.ac.jp

Abstract. We propose new translation evaluation metrics for legal sentences.
Since most previous metrics, that have been proposed to evaluate machine trans-
lation systems, prepare human reference translations and assume that several
correct translations exist for one source sentence. However, readers usually be-
lieve that different translations denote different meanings, so that the existence of
several translations of one legal expression may confuse them. Therefore, since
translation variety is unacceptable and consistency is crucial in legal translation,
we propose two metrics to evaluate the consistency of legal translations and illus-
trate their performances by comparing them with other metrics.

Keywords: CIEL, Translation Evaluation Metric, Legal Translation, Consis
tency, BLEU

1 Introduction

Recently, the social demand for the translation of Japanese statutes into foreign lan-
guages has been increasing in order to, for instance, conduct international transactions
more smoothly, promote international investment in Japan, or support legal reform
in developing countries. Since Japanese statutes have been individually translated by
government ministries or private publishing companies, translation equivalents have
been inconsistent among translated documents. For example, the legal term “

(bengoshi)” has been translated as “attorney,” “barrister,” and “lawyer,” which have
different meanings in English. Therefore if “attorney” is used in one document, while
“lawyer” is used in another document for the same term “ ,” it is hard to rec-
ognize that both English words denote the same word in the source documents, or, in
some cases, they may confuse readers. For this reason, the same translation equivalent
should be used for the same term: consistent translation is required.

To solve this problem, the Japanese government has compiled a Japanese-English
Standard Bilingual Dictionary1 [3] [9] for legal technical terms occurring in Japanese
statutes, which includes about 3,700 Japanese entries and about 4,700 English equiv-
alents. Now, Japanese statutes are being translated in compliance with this dictionary
by the government. Then, the next task is quality evaluation of the translations, which
should be done also in compliance with the dictionary.

1 http://www.japaneselawtranslation.go.jp/
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However, since one term sometimes has several translation equivalents, a suitable
one in context should be used in a translation. For example, in the Standard Bilingual
Dictionary, the term “ (menjo-suru)” has six equivalents: “release,” “exempt,”
“waive,” “exculpate,” “remit,” and “immunize.” We should choose the most suitable
one among them depending on the context. Although notices for the choice might be
roughly given to some equivalents in the dictionary, registering every detailed criterion
for the choice in the dictionary is difficult. Thus it is insufficient to only rely on the
dictionary for consistent translations.

Therefore we need an automatic evaluation metric for consistent translations. Sev-
eral translation metrics have been proposed: BLEU [8], Word Error Rate (WER), Po-
sition independent Word Error Rate (PER) [6], METEOR [1] and NIST [2]. However,
these metrics were designed to evaluate machine translation systems and do not eval-
uate human translations. Since their basic ideas are to compare machine translations
with human reference translations that are considered correct, they require such refer-
ence translations.

On the other hand, we cannot prepare human reference translations for the evalua-
tion of legal translations. In fact, if we can prepare correct reference translations, we no
longer need other translations. Therefore, we must prepare alternative references.

In this study, we focus on the fact that most Japanese legal sentences are described
in terms of fixed expressions. This is because the Cabinet Legislation Bureau reviews
most Japanese statutes and controls the use of legal terms and expressions in the statutes
during the process of drafting. From the viewpoint of consistency, the same fixed ex-
pression should have the same translation. For this purpose, we used a legal parallel
corpus and compared translations with it.

In particular, for the corpus, we used the translations of Japanese statutes released by
the Japanese government1 [3], including 17,793 Japanese legal sentence types. We use
this parallel corpus instead of human reference translations. However, the translations
in the corpus may not be translations of source sentences but translations of similar sen-
tences to the sources. We call such translations pseudo reference translations (PRTs).

We tried to use the BLEU metric [8] to compare a candidate translation with PRTs.
However, the BLEU metric is not convenient for our comparisons, since PRTs are not
translations of source sentences. To solve this problem, we modified the BLEU metric
tailored with PRTs and we named it CIEL.

We applied the CIEL metric to three kinds of translations of the Labor Standard
Act: by the Japanese government, a publishing company, and the Google translation
tool. As a result, the CIEL metric succeeded in distinguishing the translations by the
government from those by the publishing company, but the BLEU metric could not. In
addition, we compared the CIEL metric with other evaluation metrics and showed its
effectiveness.

This paper is organized as follows: in Section 2, we introduce the BLEU metric as
the baseline. Next, we propose our evaluation metrics in Section 3. Then we describe
some evaluation experiments in Section 4. Finally, Section 5 is a conclusion.
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2 BLEU

The BLEU metric [8] is an automatic evaluation metric for machine translation. Its
basic idea compares n-grams occurring in the candidate translation, which is a machine
translation sentence for a given source sentence, with n-grams occurring in the human
reference translations. Since several translations are possible for one source sentence,
the BLEU metric prepares multiple human translations as references. For comparison,
the following precision score pn is calculated:

pn =
∑

S∈TranslationDocument
∑

n-gram∈S
Countclip(n-gram)

∑
S∈TranslationDocument

∑
n-gram∈S

Count(n-gram)
, (1)

where Count(n-gram) is the number of occurrences of n-gram in the candidate trans-
lation S. Countclip(n-gram) is also the number of occurrence of n-gram in S, but if it
is greater than the maximum number of occurrences of n-gram that occurs in any sin-
gle reference translation, Countclip(n-gram) is equal to the maximum number. Notice
that if n-gram does not occur in any reference translations, Countclip(n-gram) is 0. The
external sum ranges over all candidate translations in the document, that is, the BLEU
metric evaluates entire translation documents.

Next, if the candidate translation is shorter than its reference translations, the de-
nominator of the above formula becomes smaller so that pn becomes larger. To penalize
this situation, the BLEU metric computes brevity penalty (BP):

BP =

{
1 if c > r
e1−r/c if c ≤ r

, (2)

where c is the length of the candidate translation and r is its effective reference length.
Finally, introducing positive weights wn based on the value of n, the final BLEU

score is defined as follows:

BLEU = BP · exp (
N

∑
n=1

wn log pn) . (3)

Usually, the upper of n is set to be N = 4 and uniform weights wn = 1/N. Using
from unigrams to 4-grams, the BLEU metric evaluates both adequacy and fluency of
candidate translations, where the adequacy indicates how much information is retained
in the translation and the fluency indicates to what extent the translation reads like good
English.

3 Evaluation Metric Considering Consistency

The BLEU metric needs several human reference translations that are considered cor-
rect. For the evaluation of translation of legal sentences, however, we cannot prepare
reference translations. In fact, if we have a correct translation of a legal sentence, we
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do not need to evaluate other translations any more. So we have to evaluate human
translations without correct references.

Here, notice that Japanese legal sentences have many fixed expressions. For exam-
ple, the sentences that provide effective dates of each act have the following expres-
sions:

Source 1:

Source 2:

For consistent translation, such fixed expressions as “ ...
,” shown as underlined, should be translated into identical expressions.

Therefore Sources 1 and 2 should be respectively translated as follows:

Translation 1: This Act shall come into force as from the date of enforcement of the
Companies Act.

Translation 2: This Act shall come into force as from the date of enforcement of the
Administrative Procedure Act.

We used a parallel corpus of Japanese statutes to evaluate such consistency. First,
we retrieved similar sentences to a given source sentence and collect their transla-
tions, which can be considered reference translations. However, since such translations
may not be translations of source sentences, we call them pseudo reference transla-
tions (PRTs). To compile PRTs, we used legal translations released by the Japanese
government1 [3]. We assume they are suitable translations since they were made in
compliance with the Standard Bilingual Dictionary to improve consistency and relia-
bility of the translations. Thus, the translations in the PRTs can be considered adequate
and fluent in terms of consistency.

We describe the details of the compilation of PRTs in Section 3.1 and how to eval-
uate the translations in Sections 3.2 and 3.3, respectively.

3.1 Acquisition of Pseudo Reference Translations

We used a hierarchical clustering method [4] to obtain a set of PRTs. We divided the
source sentences in the corpus into clusters and selected the closest one to a given source
sentence. Since such clusters contain similar sentences to the source, we collected their
translations as PRTs. The following shows the details of the clustering method.

First, we identified a subset of source sentences, since the cost of clustering tasks
for all sentences is considered to be too high. Here we used the peculiarity of Japanese
language, that is, main predicates occur at the end of sentences and play an important
role in sentences. So we split the source sentences by their last morphemes and reduced
the clustering cost.

Next, we deleted all bunsetsus,2 except the last one, those depending on the last
one, and those depending on them. This is to delete non-fixed expressions from the
sentences.

For example, the following bunsetsus are left after the deletion in Source 1 consist-
ing of six bunsetsus:

2 A bunsetsu is a linguistic unit in a Japanese sentence and roughly corresponds to a basic phrase
in English.
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Fig. 1. Bunsetsu deletion

1. “ (shall come into force)”;
this is the last bunsetsu.

2. “ (Act)” and “ (as from the date)”;
these depend on the last bunsetsu “ .”

3. “ (This)” and “ (of enforcement)”;
“ ” depends on “ ” and “ ” depends on “ .”

This result is illustrated in Fig. 1. Source 1 becomes

(This Act shall come into force as from the date of enforcement).

In order to analyze dependency relations between bunsetsus, we used CaboCha[5],
which is a Japanese dependency/syntactic parser based on machine learning and achieves
about 90% accuracy.

After transforming the source sentences as above, we applied hierarchical cluster-
ing. We used the group average method and the morpheme-based edit distance. The dis-
tance between two sentences is defined as the minimum number of operations needed
to transform one sentence into the other, where an operation is the one of the insertion,
deletion, or substitution of a single morpheme. However this distance is sensitive to
the sentence length, so we normalized it into interval [0,1] by dividing by the sentence
length.

We used the resulting clusters as PRTs except those containing only one sentence
since such clusters are unreliable for evaluation.

Furthermore, we noticed that fixed sentences are used in many statutes. For exam-
ple, the sentence

(This Act shall come into force as from the day of promulgation.)

appears in many statutes. From the viewpoint of consistent translation, the same source
sentences should be translated into the same translation. If the same sentence is included
more than once in the corpus, we use the translations of the sentence as reference trans-
lations instead of the cluster.
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3.2 Modifying BLEU Metric

Since the BLEU metric considers both adequacy and fluency of the translation, we
might easily consider it an evaluation metric for our purpose. However, there are some
problems when using PRTs. Thus we modified the metric as described in the following
subsections.

Problems with BLEU Metric. Section 3.1 showed how to get PRTs. Although the
reference translations used in the BLEU metric are the ones of a given source sentence,
pseudo reference translations are not. This causes some evaluation problems. For ex-
ample, consider the following two candidate translations:

Source:

Candidate 1: The following persons may not act as committee members:
Candidate 2: The following persons may not act as members:

For comparison, we prepared the following two PRTs:

Pseudo Reference 1: The following persons may not act as directors:
( )

Pseudo Reference 2: The following persons may not act as accounting auditors:
( )

Both Candidates 1 and 2 obviously resemble each other, and the only difference
is the equivalent of “ ”: “committee members” and “members.” Both translations
have identical adequacy, even though their BLEU scores are different. Particularly, p1,
shown in Section 2, is calculated by dividing the number of unigrams occurring in
both a candidate and any its references by the number of unigrams occurring in the
candidate. Therefore, p1 of Candidate 1 is 7/9 since it contains nine unigrams and seven
occur in the references. In the same way, p1 of Candidate 2 is 7/8. The length of the
equivalents of “ ” affects the scores, but it is not desirable since they do not occur in
any references. In other words, n-grams occurring in the candidate but not in the PRTs
may reduce the BLEU scores too much.

Introducing Weight. Since PRTs may not be translations of the source sentence, some
n-grams occurring in the candidate translation may not occur in the PRTs, reducing the
BLEU score, as shown in the above example.

This suggests that we should consider only the n-grams that occur in the PRTs.
In addition, we assume that if an n-gram occurs in many PRTs, it may occur in the
candidate translation. Therefore we introduce a weight w(n-gram) that indicates the
ratio of sentences containing n-gram and propose the following weighted BLEU metric
(BLEU-W):

w(n-gram) =
# of sentences with n-gram in PRTs

# of sentences in PRTs
, (4)

pn =
∑

n-gram∈S
Countclip(n-gram)∗w(n-gram)

∑
n-gram∈S

Count(n-gram)∗w(n-gram)
, (5)
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BLEU-W = exp (
N

∑
n=1

wn log pn) , (6)

where the multiplication of BP as the BLEU metric is not included in the BLEU-W met-
ric. BP is used as a penalty for shorter candidate translations. However, since PRTs are
not translations of source sentences, the lengths of PRTs have nothing to do with those
of candidate translations. In fact, BP causes a negative effect in preliminary experiments
so that we delete BP from the BLEU-W metric.

The original BLEU metric evaluates the whole of translation documents, while the
BLEU-W metric evaluates each sentence. By this modification, w(n-gram) would be 0
if n-gram does not occur in the PRTs since it does not contribute to the score.

Problems with BLEU-W Metric. Although the above BLEU-W metric succeeded in
removing the negative effects of n-grams that occur only in the candidates, it causes
another problem. Consider the following candidates to the source in Section 3.2

Candidate 2: The following persons may not act as members:
Candidate 3: The following persons can not act as members:

The only difference between them is “may” and “can.” Since “may” is used in both
Pseudo References 1 and 2 while “can” is not in them, Candidate 2 is more appropriate
than Candidate 3. Despite this, the BLEU-W metric does not consider “can” because it
does not occur in the PRTs, i.e., w(“can”) = 0. Thus p1 of Candidate 2 is 7/7 and 6/6
for Candidate 3; they cannot be distinguished.

Considering Recall. To solve this problem, we should use more n-grams for the score
calculation. In the BLEU-W metric, we assumed that an n-gram occurring in many
PRTs may occur in the candidate translation and we did not consider the n-grams that
do not occur in the candidate.

However, from the viewpoint of consistency, an n-gram occurring in many PRTs
should occur in the candidate translation since the PRTs are the translations of sentences
similar to the source sentence, and such n-grams may be fixed expressions.

Therefore we define TopRe f (n,α) as the set of n-grams occurring more than the
ratio α(0 ≤ α ≤ 1) in the PRTs as follows:

TopRe f (n,α) = {n-gram ∈ Re f |w(n-gram) > α} , (7)

where Re f is the set of n-grams in the PRTs. Using TopRe f (n,α), we modify pn as
follows:

pn =

∑
n-gram∈S∪TopRe f (n,α)

Countclip(n-gram)∗w(n-gram)

∑
n-gram∈S∪TopRe f (n,α)

max(Count(n-gram),1)∗w(n-gram)
, (8)

CIEL = exp (
N

∑
n=1

wn log pn) . (9)

We call this metric CIEL (ConsIstency Evaluation for Legal documents). This met-
ric can be considered a modification of BLEU with a recall-oriented strategy that came
from the ROUGE metric [7].
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3.3 Compliance Rate

Since PRTs may not be translations of source sentences, the BLEU-W and the CIEL
metrics can evaluate only expressions occurring in the PRTs. For example, both metrics
cannot evaluate the equivalents of “ ” in the Candidates 1 and 2 in Section 3.2
since the equivalents do not occur in the PRTs. Therefore both BLEU-W and CIEL are
insufficient metrics for adequacy.

However, we can evaluate translation adequacy, i.e., whether adequate equivalents
were used, using the Standard Bilingual Dictionary (SBD) which is mentioned in Sec-
tion 1. The adequacy can be evaluated by considering standard equivalents in candidate
translations.

Thus we define compliance rate (CR) to evaluate adequacy:

CR =
∑

Source sentences
# of occurrences of SBD equivalents

∑
Source sentences

# of occurrences of SBD entries
. (10)

4 Evaluation Experiment

We evaluated the proposed metrics by comparing them with other metrics through ex-
periments.

4.1 Experimental Targets

We evaluated the BLEU-W and the CIEL metrics by calculating the scores for the
translations of the Labor Standards Act, which contains 242 sentences. We prepared
three kinds of translations: by the Japanese government, a publishing company, and a
Google translation tool. We calculated BLEU without BP,3 BLEU-W, and CIEL scores
for each translation as well as CR.

The government translation was done by legal specialists using the SBD1 [3]. The
company translation was also done by legal specialists without using the SBD. Since
the government translation is based on the SBD, it is expected more consistent than the
company one. The Google translation was the result of the machine translation system
created by Google4, so that it can be considered not better than the others. Therefore
the proposed metric is expected to highly score them in this order.

For the compilation of PRTs, we used the parallel corpus of Japanese statutes trans-
lated by the Japanese government1, which include 17,793 Japanese sentence types of
84 acts and bylaws, excluding the Labor Standards Act and their translations as 20,154
English sentence types; one Japanese sentence sometimes has several English translated
sentences.

In the CIEL metric, we set parameter α of TopRe f to 0.5.

3 BP has a negative effect with PRTs as mentioned in Section 3.2.
4 http://www.google.com/translate_t
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Table 1. Scores of BLEU, BLEU-W, and CIEL

Distance to BLEU BLEU-W CIEL
the cluster gov. company Google gov. company Google gov. company Google

0.0 < d ≤ 0.1 0.386 0.365 0.158 0.964 0.980 0.971 0.682 0.607 0.346
0.1 < d ≤ 0.2 0.340 0.343 0.153 0.949 0.956 0.958 0.731 0.708 0.386
0.2 < d ≤ 0.3 0.326 0.327 0.168 0.986 0.981 0.979 0.619 0.592 0.413
0.3 < d ≤ 0.4 0.177 0.170 0.104 0.966 0.965 0.978 0.525 0.498 0.353
0.4 < d ≤ 0.5 0.168 0.153 0.119 0.972 0.973 0.957 0.423 0.393 0.328
0.5 < d ≤ 0.6 0.109 0.124 0.097 0.947 0.953 0.949 0.334 0.330 0.275
0.6 < d ≤ 0.7 0.087 0.083 0.075 0.917 0.914 0.910 0.333 0.326 0.293
0.7 < d ≤ 0.8 0.095 0.095 0.089 0.907 0.901 0.953 0.283 0.261 0.241
0.8 < d ≤ 0.9 0.071 0.074 0.088 0.958 0.961 0.941 0.118 0.115 0.109
0.9 < d ≤ 1.0 0.156 0.143 0.131 1.000 1.000 1.000 0.293 0.302 0.283

Average 0.157 0.157 0.106 0.949 0.951 0.951 0.413 0.396 0.305

4.2 Experimental Results

Before calculating the scores for the candidate translations, we divided the 17,793
Japanese sentence types into 1,910 clusters and selected the closest cluster to each
source sentence as mentioned in Section 3.1. But we could not calculate the score for
22 of the 242 sentences in the Labor Standards Act for the following reasons. In eight
sentences, the closest cluster could not be selected since the last morphemes did not
occur in any cluster. Eight other sentences had no closest cluster, since their distances
to any clusters were equal to 1, that is, there were no clusters similar to them. In the
remaining six sentences, since their closest clusters contained only one sentence, they
were unreliable.

Thus we calculated the BLEU, BLEU-W, and CIEL scores for the translations of
the remaining 220 sentences, and the result is shown in Table 1.

As seen in the average values in Table 1, the BLEU-W metric calculated similar
scores for all the three kinds of translations, that is, it could not determine which trans-
lation was better. However, the BLEU metric showed significant differences between
the Google translation and the others, while not between the government translation
and the company one. On the contrary, the CIEL metric showed a significant differ-
ence between the government translation and the company one as well as between the
Google one and the others.

When the distance between the source sentence and its closest cluster is small, the
CIEL metric has a large difference between the government and the company. Table
2 shows the scores divided by each of the Google ones so that it makes clear the dif-
ference. From this, we conclude that the CIEL metric is reliable when the distance is
small. However, the CIEL metric is unreliable when the distance is large, and we further
discuss this in the next subsection.

On the other hand, the CR score, shown in Table 3, has a desirable order.
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Table 2. Proportional scores of BLEU, BLEU-W, and CIEL

Distance to BLEU BLEU-W CIEL
the cluster gov. company Google gov. company Google gov. company Google

0.0 < d ≤ 0.1 2.44 2.31 1.00 0.99 1.01 1.00 1.97 1.76 1.00
0.1 < d ≤ 0.2 2.22 2.24 1.00 0.99 1.00 1.00 1.90 1.83 1.00
0.2 < d ≤ 0.3 1.94 1.95 1.00 1.01 1.00 1.00 1.50 1.43 1.00
0.3 < d ≤ 0.4 1.71 1.64 1.00 0.99 0.99 1.00 1.49 1.41 1.00
0.4 < d ≤ 0.5 1.40 1.28 1.00 1.02 1.02 1.00 1.29 1.20 1.00
0.5 < d ≤ 0.6 1.12 1.28 1.00 1.00 1.00 1.00 1.21 1.20 1.00
0.6 < d ≤ 0.7 1.15 1.10 1.00 1.01 1.00 1.00 1.14 1.11 1.00
0.7 < d ≤ 0.8 1.07 1.07 1.00 0.95 0.95 1.00 1.17 1.08 1.00
0.8 < d ≤ 0.9 0.80 0.84 1.00 1.02 1.02 1.00 1.08 1.05 1.00
0.9 < d ≤ 1.0 1.19 1.09 1.00 1.00 1.00 1.00 1.04 1.07 1.00

Average 1.48 1.48 1.00 1.00 1.00 1.00 1.35 1.30 1.00

Table 3. Compliance rate

Translator
# of entries whose equivalents
occur in the translation CR

government 2,042 0.779
company 1,765 0.674
Google 1,533 0.585

(# of entries occurring in Labor Standards Act: 2,620)
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4.3 Discussion

In the average score of the CIEL metric shown in Table 1, the government translation
outperformed the company one. However, examination of each sentence reveals that
some have undesirable results, meaning the company translation has a higher score
than the government one. This is caused by the following two reasons.

First, when the distance between the source sentence and its closest cluster is small,
the company translation outperforms the government one against our assumption. Fig.
2 shows such a case, where the closest cluster of the source sentence

“ ”

has sentences that include the following fixed expression:

“... ... ”.



The government translation uses an equivalent “must” for “ (nakereba-
naranai).” However, the PRTs suggest that it should be translated not as “must” but
“shall.” Since the company translation uses “shall” in the PRTs, its CIEL outscores
the government. In the same way, while “ (tsugino-kakugouni)” should be
translated into “with each of the following items,” the government translation uses “to
the following items,” reducing its CIEL score. As you see, the company translation is
better than the government one in this case. The CIEL metric gives a higher score to the
better translation, so that this metric is desirable.

Second, when the distance between the source sentence and its closest cluster is not
small, the CIEL metric is unreliable since the source sentence does not resemble the
sentences in the cluster. In such a case, the n-gram that should be used in the candi-
date translation does not occur in the PRTs and the n-gram contained in TopRe f (n,α)
does not occur in the candidate translation, either. As a result, the CIEL scores become
small and the difference between the government and the company translation scores
also becomes small, as shown in Table 1. So the company translation score sometimes
becomes bigger than the government one. Therefore the CIEL metric cannot determine
which is better if a source sentence has a large distance to its closest cluster. To solve
this problem, we need to collect a more reliable parallel corpus and make a cluster
closer to a source sentence.
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Source Sentence:

Government Translation: The committee set forth in the preceding paragraph must conform
to the following items:
Company Translation: The committee mentioned in the preceding paragraph shall conform
to each of the following items:

Pseudo Reference Translation 1: The statement of the detailed explanation of the invention as
provided in item 3 of the preceding Paragraph shall comply with each of the following items:
(

)

Pseudo Reference Translation 2: The statement of the scope of claims as provided in para-
graph 2 shall comply with each of the following items:
(

)

Pseudo Reference Translation 3: The statement of the scope of claims as provided in para-
graph 2 shall comply with each of the following items:
(

)

Fig. 2. The case where the company translation outperforms the government one

4.4 Comparison with Other Evaluation Metrics

To compare the CIEL metric with other evaluation metrics, we calculated 95% confi-
dence intervals based on different samplings of the test data. This comparison is pro-
posed for two machine translation systems [10].



Since the confidence interval does not overlap with zero at PER, ROUGE-1, and
CIEL, only these three metrics can claim that the government and the company transla-
tions are significantly different. We also count the number of undesirable cases, which
are the scores when the government translation is less than the company one, as shown
in the most right column of Table 4. The CIEL metric has the fewest cases, so it is the
most desirable metric. Notice that the PER metric has few undesirable cases. However
it only considers words and not word order; it only evaluates adequacy. Therefore the
CIEL metric is the most desirable because it evaluates both adequacy and fluency.

246 Y. Ogawa, K. Imai, and K. Toyama 

Table 4. Confidence intervals for discrepancy between two translations

Metric Scorelow Scoreup # of undesirable cases

1−WER† -0.014 0.017 795
1−PER† 0.004 0.022 4
METEOR -0.004 0.020 162
NIST -0.150 0.217 704
ROUGE-1 0.004 0.035 17
ROUGE-2 -0.001 0.022 92
BLEU -0.006 0.022 259
BLEU-W -0.009 0.004 1451
CIEL 0.011 0.052 2

† We used the values subtracted from 1 for WEP and PER since they score lower if the translation
is better, while other metrics score higher.

First, create test suites T0,T1, . . . ,TB, where T1 to TB are artificial test suites created
by resampling T0. Then, system X scored x0 on T0 and system Y scored y0. The discrep-
ancy between systems X and Y is δ0 = x0 −y0. Repeat this process on every B test suite
and we have B discrepancy scores: δ1,δ2, . . . ,δB. From these B discrepancy scores, find
the middle 95% of the scores (i.e. the 2.5th percentile: scorelow and the 97.5th percentile
scoreup). [scorelow,scoreup] is the 95% confidence interval for the discrepancy between
machine translation systems X and Y . If the confidence interval does not overlap with
zero, the difference between systems X and Y is statistically significant.

In our comparison, neither are machine translations, but X is the government trans-
lation of the Labor Standards Act, and Y is the company one. If an evaluation metric
can claim a significant difference between the two translations, the metric is desirable.

We compared CIEL with Word Error Rate (WER), Position independent Word Error
Rate (PER) [6], METEOR [1], NIST [2], ROUGE-N [7] and BLEU.

The Labor Standards Act contains 242 sentences. However, from the above experi-
ment, when the distance between a source sentence and its closest cluster exceeded 0.5,
such a cluster is not reliable as PRTs. So we only used 94 sentences that have a closer
cluster than a distance of 0.5. We also set B = 2000 as the number of times to repeat the
process. Table 4 shows the results.



5 Conclusion

In this paper, we proposed two consistency evaluation metrics for legal translations:
the CIEL metric with pseudo reference translations and compliance rate CR with the
Standard Bilingual Dictionary. The CIEL metric is based on n-gram alignment scoring
and clustering algorithms, both of which are suitable for Japanese legal documents that
contain recurrent phrasal structures. In particular, the reason why we can use pseudo
reference translations is that most Japanese legal sentences are described in terms of
fixed expressions.

We also confirmed that these metrics can evaluate several translations of one source
sentence from the viewpoint of consistency.

Since the CIEL metric requires suitable pseudo reference translations, collecting
consistent legal translations for them is future work. In addition, the CIEL metric is rel-
ative, that is, it determines which is better when several candidate translations are given.
We also need an absolute metric that can determine whether one candidate translation
is consistent. Furthermore, we want to examine how the CIEL metric correlates to the
intuitive evaluation by human experts.

We intend to use the proposed metrics in the English Translation Project of Japanese
Statutes1 to determine whether the first translation of a statute is appropriate for the
project database that aims for consistency and reliability of the translation.
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