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LANGUAGE AND COMMUNICATION
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Wittgenstein (1953) Philosophical Investigations
Austin (1962) How to Do Things with Words
Searle (1969) Speech Acts
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SPEECH ACTS
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SPEECH ACTS

A ouis 98 (SlALSAd G Hasw ;5 5 (s LSS (sl ias

Osls g M | Inform “There's a pit in front of you"
O S Gla y3 | Query “Can you see the gold?”

Oala Gle 8 | Command “Pick it up”

ol d$ | Promise “I'll share the gold with you™

oussuti | Acknowledge “OK”
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SPEECH ACT PLANNING
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STAGES IN COMMUNICATION (INFORMING)

S el | Intention
Speaker | Generation
Context C' | Synthesis
o oe s sl | Perception
Hearer | Analysis
| Disambiguation
Context C” | Incorporation
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S wants to inform H that P
S selects words 117 to express P in context ('
S utters words 1V

H perceives I/ in context "

H infers possible meanings P;.... P,
H infers intended meaning F,

H incorporates F; into KB
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STAGES IN COMMUNICATION (INFORMING)
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Pa S sk aae e
ouis o8 | Intention Insincerity
Speaker | Generation
Context C' | Synthesis 3 S Gy 85 g JL‘SS wamJL.‘ CouiSy
Speech Recognition Failure
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GRAMMAR AND FORMAL LANGUAGE
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GRAMMAR
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Rewrite Rules Article — the | a | an| ...
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Terminals
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GRAMMAR TYPES

phiie 18| Regular: nonterminal — terminal|nonterminall

S —al
S—=A

oo 5l JEiuae ol §| Context-free: nonterminal — anything
S — aSb

(e 4 yulua 0l 3| Context-sensitive: more nonterminals on right-hand side
ASB — AAaBB

S50 el lads J-“Jsl Recursively enumerable: no constraints
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WUuMPUS LEXICON
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Noun
Verb

Adjective
Adverb

Pronoun
Name
Article
Preposition
Conjunction
Digit

!

l

| A T |

Lbical:lass slos : JGa

stench | breeze | glitter | nothing

| wumpus | pit | pits | gold| east| ...

is | see | smell | shoot | feel | stinks

| go| grab| carry | kill | turn| ...

right | left | east| south | back | smelly | ...
here | there | nearby | ahead

| right | left | east| south | back | ...
me| you| I| it| S/HE| Y'ALL...
John | Mary | Boston| UCB| PAJC | ...
the | a| an| ...

to| in| on| near| ...

and | or | but| ...

0| 1] 2|3|4|5|6| 7| 8|9

open closed
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VP

PP
RelClause
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NP VP
S Conjunction S

Pronoun
Noun

Article Noun
Digit Digit
NP PP

NP RelClause

Verb

VP NP

VP Adjective
VP PP

VP Adverb

Preposition NP
that VP

| + feel a breeze
| feel a breeze + and + | smell a wumpus

I

pits

the + wumpus

34

the wumpus + to the east
the wumpus + that is smelly

stinks

feel + a breeze

is + smelly

turn + to the east
go + ahead

to + the east
that + is smelly
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GRAMMATICALITY JUDGEMENTS
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* the gold grab the wumpus

| smell the wumpus the gold

| give the wumpus the gold

| donate the wumpus the gold

L,

false
negatives
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PARSE TREE

I shoot the wumpus
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PARSE TREE
% Pronoun Verb Article Noun
= I shoot the wumpus

P




\4 9l yitg-d
ool & o
(6 517) Lans) sliu el S L alan St Jlie
PARSE TREE
. NP VP NP
5 Pronoun Verb Article Noun
H I shoot the wumpus
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PARSE TREE
VP

. NP VP NP

;_% Pronoun Verb Article Noun

H I shoot the wumpus
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5 Pronoun Verb Article Noun
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SYNTAX IN NLP
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“Mary hit John” == “John hit Mary”

sl S sladles (s4ea
5 g o dagd (Sulads

tJle (gl
Wouldn’t the sentence 'l want to put a hyphen
between the words Fish and And and And and
Chips in my Fish-And-Chips sign’ have been clearer
if quotation marks had been placed before Fish,
and between Fish and and, and and and And, and
And and and, and and and And, and And and and,
and and and Chips, as well as after Chips?

s ol b
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tJGa (gl
And since | was not informed—as a matter of fact,
since | did not know that there were excess funds
until we, ourselves, in that checkup after the whole
thing blew up, and that was, if you’ll remember,
that was the incident in which the attorney general
came to me and told me that he had seen a memo
that indicated that there were no more funds.
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CONTEXT-FREE PARSING
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X —- Y7 becomes Y (s1) A Z(so
X — word becomes X([“word"|)
X — Y| Z becomes Y(s) = X(s) Z(s) = X(s)

) = X(Append(si, s2))

X (s5) means that string s can be interpreted as an X
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LoGicAL GRAMMARS

el € 55 sl 55 € ke sel 3 505391 L s ila (5L yol 8
NP(s1) N EatsBreakfast(Ref(s1)) AV P(s2)
= NP(Append(si,["who"], s9))

NP(s1) A Number(sy,n) AV P(s3) A Number(sqs,n)
= S(Append(sy, $2))
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LoGicAL GRAMMARS

the car that | saw
* the car who | saw
the chimp who | saw
* the cockroach who | saw

NP(s1) N FEatsBreak fast(Ref(s1)) ANV P(s)
= NP(Append(si,[“who"], s5))

John eats
* John eat
Penguins eat

NP(s1) A Number(sy,n) AV P(sy) A Number(ss,n)
= S(Append(sy, $2))
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LOGICAL GRAMMARS: PARSING IS REDUCED TO LOGICAL INFERENCE

ASk(KB, S(["I" “am” "a" "wumpus"]))
(81385015 Bae 5 puol 5L S, Bu S dlal]) sub) slagle ST o155 »)
Pl sadiig Sl gad (sLa e b Gl s S5 wie Sl suliw H sk 4 cdlan il 5

Ask(K B, S(x))
33l 1 Laelan (slins B aiS ailal LasLLL & 1, slaple ST S
ot alat ot suls (ihie selan o 31 55 o NLP L il 3

ASk(K B, S(x, At(Robot, [1,1]))
Yes;{x ="The robot is at [1,1]" }
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Squad helps dog bite victim
Helicopter powered by human flies
American pushes bottle up Germans
| ate spaghetti with meatballs

salad

abandon

a fork

a friend
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Anaphora
cJbe )

After Mary proposed to John, they found a preacher and got married.
For the honeymoon, they went to Hawaii
Mary saw a ring through the window and asked John for it

Mary threw a rock at the window and broke it
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I am over here

Why did you do that?
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Metonymy

I've read Shakespeare
Chrysler announced record profits

The ham sandwich on Table 4 wants another beer
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I've tried killing the process but it won’t die. Its parent keeps it alive.
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Noncompositionality

JSie ,Lbes Farcry
owba Huls cews 31 Miss the boat
curs s SO o Gaegd  On the ball
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Meaning of Word, W ord, composed from meanings of Word,, Word,?

basketball shoes
baby shoes
alligator shoes
designer shoes
brake shoes

red book
red pen
red hair
red herring

small moon
large molecule
mere child
alleged murderer
artificial grass
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s Artificial Intelligence

Russell

F f s Approach

fron

Stuart Russell and Peter Norvig,
Artificial Intelligence: A Modern Approach,
3rd Edition, Prentice Hall, 2010.

Chapter 23
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NATURAL LANGUAGE
FOR COMMUNICATION

COMMUNIGATON
sen

In which we see how humans communicate with one another in natural language,
and how computer agents might join in the conversation.

Communication is the intentional exchange of information brought about by the production
and perception of signs drawn from a shared system of conventional signs. Most animals use
signs to represent important messages: food here, predator nearby, approach, withdraw, let’s
mate. In a partially observable world, communication can help agents be successful because
they can learn information that is observed or inferred by others. Humans are the most chatty
of all species, and if computer agents are to be helpful, they’ll need to learn to speak the
language. In this chapter we look at language models for communication. Models aimed at
deep understanding of a conversation necessarily need to be more complex than the simple
models aimed at, say, spam classification. We start with grammatical models of the phrase
structure of sentences, add semantics to the model, and then apply it to machine translation
and speech recognition.

23.1 PHRASE STRUCTURE GRAMMARS

LERICAL CATEGORY

SYNTACTIC
CATECORIES
PHAASE STRUCTURE

The n-gram language models of Chapter 22 were based on sequences of words. The bhig
issue for these models is data sparsity—with a vocabulary of, say, 10® words, there are 10'*
trigram probabilities to estimate, and so a corpus of even a trillion words will not be able to
supply reliable estimates for all of them. We can address the problem of sparsity through
generalization. From the fact that “black dog™ is more frequent than “dog black™ and similar
observations, we can form the generalization that adjectives tend to come before nouns in
English (whereas they tend to follow nouns in French: “chien noir” is more frequent). Of
course there are always exceptions; “galore” is an adjective that follows the noun it modifies.
Despite the exceptions, the notion of a lexical category (also known as a part of speech) such
as noun or adjective is a useful generalization—useful in its own right, but more so when we
string together lexical categories to form syntactic categories such as noun phrase or verb
phrase, and combine these syntactic categories into trees representing the phrase structure
of sentences: nested phrases, each marked with a category.
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